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#### Abstract

We present an initial value representation for the semiclassical coherent state propagator based on complex trajectories. We map the complex phase space into a real one with twice as many dimensions and introduce initial valued trajectories in this double phase space. We use a procedure to eliminate non-contributing trajectories that allows for the automation of the entire calculation, rendering it simple. The resulting semiclassical formulas do not show divergences due to caustics and provide accurate results in short computational times.
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## 1. Introduction

The investigation of wavepackets dynamics by semiclassical methods has practical importance for calculations of several processes involving atoms and molecules. It is also a fundamental topic in the study of the classical-quantum connection, especially for chaotic systems and for open systems, coupled to environments.

The history of semiclassical methods goes back to the origins of quantum mechanics itself. One fundamental result is the so called Van Vleck approximation to the coordinate propagator, derived in 1928 [1], that can be written as
$\left\langle x_{f}\right| e^{-i H T / h}\left|x_{i}\right\rangle \approx \frac{1}{\sqrt{2 \pi i m_{q p}}} e^{i \frac{i}{5}\left(x_{i}, x_{f}, T\right)-i k_{2}^{\frac{\pi}{2}}}$.
In this expression $S\left(x_{i}, x_{f}, T\right)$ is the classical action of a trajectory connecting coordinates $x_{i}$ to $x_{f}$ in the time $T, m_{q p}$ is an element of the tangent matrix, that controls the motion in the vicinity of this trajectory, and $k$ is the number of focal points (where $m_{q p}$ goes to zero) along the trajectory. If more than one trajectory satisfying these boundary conditions exists, one has to sum their contributions. From this basic propagator one can compute the time evolution of arbitrary wavefunctions.

A more direct approach to calculate the time evolution of wavepackets is given by the propagator in the coherent state representation. The coherent states of the harmonic oscillator are minimum uncertainty wavepackets and define a representation involving both the coordinates and the momenta that can be readily visual-

[^0]ized in the phase space. The coherent state propagator $\left\langle z_{f}\right| e^{-\frac{i}{\hbar} T T}\left|z_{0}\right\rangle$ represents the amplitude probability that the initial wavepacket $\left|z_{0}\right\rangle$ centered on $q_{0}, p_{0}$ is found at the state $\left|z_{f}\right\rangle$, centered on $q_{f}, p_{f}$, after a time $T$. The direct evaluation of the semiclassical limit of this propagator results in an expression bearing the same difficulties of the Van Vleck formula [2-5], namely: (a) the classical trajectories needed are defined by mixed initial-final boundary conditions, rendering the calculation hard, specially in multidimensional or chaotic systems; and (b) the formula diverges at phase space focal points. Moreover, the trajectories are complex and some of them, even satisfying the appropriate boundary conditions, lead to unphysical contributions and must be discarded [611,13,14].

Several methods have been developed to overcome these difficulties, most of them based on the idea of initial value representations (IVR) [15-24]. Among these, the Herman-Kluk propagator [18] and the method of linearized cellular dynamics developed by Heller and Tomsovic $[25,26]$ stand out as very accurate. More recent derivations and corrections to the basic Herman-Kluk formula have also provided new insight into this class of approximations [27-30].

We should note that the coherent state representation is not the only way to do quantum mechanics in phase space. An important alternative is provided by the Wigner-Weyl representation of density operators [31-35]. A number of recent developments have demonstrated the viability of semiclassical methods applied to Wigner functions as a practical and efficient tool for propagation of molecular systems [36-38]. We shall not pursue this approach here and we refer to the article by Dittrich et al. [38] for a recent review.

In spite of the many difficulties involved in the calculation of the coherent state propagator with complex trajectories, this approximation turns out to be very accurate [ $8-10,12,13,39,40$ ]. In this paper, we propose the construction of an initial value representation for this approximation that removes most of its problems: the complex trajectories are mapped into real trajectories of an associated Hamiltonian; the mixed conditions defining the trajectories are replaced by initial conditions; the divergences due to focal points are eliminated; and a simple and automatic filtering is used to eliminate the non-contributing trajectories.

The paper is organized as follows: Section 2 reviews the semiclassical coherent state propagator and its semiclassical approximation in terms of complex trajectories. In Section 3, we develop the initial value representation for complex trajectories (CIVR). It presents what we call the local CIVR, where only trajectories satisfying the original mixed conditions are considered, and the smooth CIVR where the neighborhood of the relevant trajectories is considered as well. We also discuss how the complex trajectories calculations are performed in terms of real trajectories. This section ends with a discussion of the criteria used for filtering out the non-contributing trajectories. In Section 4, the smooth CIVR is applied both to a 1D harmonic oscillator with a quartic perturbation and to a pure quartic oscillator. Because this work is a first step in the development of the CIVR, the numerical application is focused on the comparison between the present and previous approaches based on the direct computation of complex trajectories by root search techniques. Further comparisons with other methods such as the Herman-Kluk propagator and involving more difficult situations, such as chaos and multidimensional systems, will be considered in a separate paper. Section 5 is devoted to the conclusions and final comments. In two appendices useful properties of the tangent matrix are derived for both real and complex trajectories.

## 2. The semiclassical coherent state propagator

The coherent state $|z\rangle$ of a harmonic oscillator of mass $m$ and frequency $\omega$ is defined by
$|z\rangle=e^{-\frac{1}{2}| |^{2}} e^{z \hat{a}^{\dagger}}|0\rangle$
with $|0\rangle$ the harmonic oscillator ground state and
$\hat{a}^{\dagger}=\frac{1}{\sqrt{2}}\left(\frac{\hat{q}}{b}-i \frac{\hat{p}}{c}\right), \quad z=\frac{1}{\sqrt{2}}\left(\frac{q}{b}+i \frac{p}{c}\right)$.
In these equations $\hat{q}, \hat{p}$, and $\hat{a}^{\dagger}$ are operators; $q$ and $p$ are real numbers and $z$ is complex. The parameters $b=(h / m \omega)^{\frac{1}{2}}$ and $c=(h m \omega)^{\frac{1}{2}}$ define the length and momentum scales, respectively, and their product is $h$.

For a time-independent Hamiltonian operator $\widehat{H}$, the propagator in the coherent state representation is the matrix element of the evolution operator between states $\left|z_{0}\right\rangle$ and $\left|z_{f}\right\rangle$ [41]:
$K\left(z_{f}^{*}, z_{0}, T\right)=\left\langle z_{f}\right| e^{-i \hat{H} T}\left|z_{0}\right\rangle$.
The semiclassical evaluation of $K\left(z_{f}^{*}, z_{0}, T\right)$ was presented in detail in $[3,4]$. The result is given by
$K_{s c}\left(z_{f}^{*}, z_{0}, T\right)=\sum_{v} \sqrt{\frac{i}{h} \frac{\partial^{2} S}{\partial z_{0} \partial z_{f}^{*}}} \exp \left\{\frac{i}{h}(S+I)-\frac{1}{2}\left(\left|z_{f}\right|^{2}+\left|z_{0}\right|^{2}\right)\right\}$,
where
$S=S\left(z_{f}^{*}, z_{0}, T\right)$

$$
\begin{equation*}
=\int_{0}^{T} d t\left[\frac{i h}{2}(\dot{u} v-\dot{v} u)-H(u, v, t)\right]-\frac{i h}{2}\left(u(T) z_{f}^{*}+z_{0} v(0)\right) \tag{6}
\end{equation*}
$$

is the action and the classical Hamiltonian function is calculated from the Hamiltonian operator as $H(u, v)=\langle v| \widehat{H}|u\rangle$. The term
$I=\frac{1}{2} \int_{0}^{T} \frac{\partial^{2} H}{\partial u \partial v} d t$
is a correction to the action. The sum over $v$ represents the sum over all contributing (complex) classical trajectories satisfying Hamilton's equations with boundary conditions
$\frac{1}{\sqrt{2}}\left(\frac{q(0)}{b}+i \frac{p(0)}{c}\right)=z_{0}, \quad \frac{1}{\sqrt{2}}\left(\frac{q(T)}{b}-i \frac{p(T)}{c}\right)=z_{f}^{*}$.
In all these expressions the variables $u$ and $v$ are defined by
$u=\frac{1}{\sqrt{2}}\left(\frac{q}{b}+i \frac{p}{c}\right), \quad v=\frac{1}{\sqrt{2}}\left(\frac{q}{b}-i \frac{p}{c}\right)$.
They are manifestly independent ( $u \neq v^{*}$ since $q$ and $p$ are complex), and replace $z$ and $z^{*}$ to avoid confusion. In these variables the boundary conditions become
$u(0)=z_{0}, \quad v(T)=z_{f}^{*}$.
We note that the second derivative of the action with respect to its arguments, as appearing in the pre-factor of the semiclassical propagator, can be written in terms of the tangent matrix, that controls the classical motion in the vicinity of a given trajectory. In Appendix A, we derive several useful relations between the tangent matrix in $u, v$ and $q, p$ variables for complex and real trajectories, including the well known relation
$\frac{i}{h} \frac{\partial^{2} S}{\partial z_{0} \partial z_{f}^{*}}=\frac{1}{M_{v v}}$.

## 3. A complex initial value representation

### 3.1. Basic idea

The first of the boundary conditions (10) specifying the complex trajectory can be rewritten explicitly as
$\frac{q(0)}{b}+i b \frac{p(0)}{h}=\frac{q_{0}}{b}+i b \frac{p_{0}}{h}$,
where $q_{0}$ and $p_{0}$ are real and define the initial coherent state $\left|z_{0}\right\rangle$. This condition is not sufficient to determine the trajectory, since $q(0)$ and $p(0)$ are complex. The missing condition is given by the second equation in (10) and refers to the final propagation time $T$.

In order to avoid dealing with mixed initial-final conditions, let us suppose we had a second equation of the form
$\frac{q(0)}{b}-i b \frac{p(0)}{h}=\frac{q_{1}}{b}-i b \frac{p_{1}}{h}$,
where $q_{1}$ and $p_{1}$ are real parameters. In this case we could solve Eqs. (12) and (13) for $q(0)$ and $p(0)$ and find
$q(0)=\frac{1}{2}\left[\left(q_{0}+q_{1}\right)+i \frac{b^{2}}{\hbar}\left(p_{0}-p_{1}\right)\right]$,
$p(0)=\frac{1}{2}\left[\left(p_{0}+p_{1}\right)+i \frac{h}{b^{2}}\left(q_{1}-q_{0}\right)\right]$.
For $q_{0}$ and $p_{0}$ fixed, each $q_{1}$ and $p_{1}$ defines a trajectory with end points $q\left(T, q_{1}, p_{1}\right)$ and $p\left(T, q_{1}, p_{1}\right)$. We call
$v_{1}(T)=\frac{1}{\sqrt{2}}\left(\frac{q\left(T, q_{1}, p_{1}\right)}{b}-i b \frac{p\left(T, q_{1}, p_{1}\right)}{h}\right)$.
Let $\tilde{q}_{1}$ and $\tilde{p}_{1}$ be the values of $q_{1}$ and $p_{1}$ such that the second of Eq. (10) is satisfied, i.e., for which the initial conditions (14) lead to $v_{1}(T)=v(T)=z_{f}^{*}$, or explicitly,
$\operatorname{Re}\left[q\left(T, q_{1}, p_{1}\right)-i b^{2} p\left(T, q_{1}, p_{1}\right) / h\right]=q_{f}$,
$\operatorname{Im}\left[q\left(T, q_{1}, p_{1}\right) h / b^{2}-i p\left(T, q_{1}, p_{1}\right)\right]=-p_{f}$,
where $q_{f}$ and $p_{f}$ define the final coherent state $\left|z_{f}\right\rangle$.
With these considerations we can rewrite the semiclassical propagator as
$K_{i v r}\left(z_{f}^{*}, z_{0}, T\right)=\int d q_{1} d p_{1} K_{s c}\left(z_{f}^{*}, z_{0}, T\right) \delta_{a}\left(q_{1}-\tilde{q}_{1}\right) \delta_{a}\left(p_{1}-\tilde{p}_{1}\right)$,
where $K_{s c}$ is given by Eq. (5). The notation $\delta_{a}$ stands for normalized Gaussian functions of width $a$, that tend to Dirac delta functions in the limit $a \rightarrow 0$. This equation is exact for all values of $a$, since the propagator can be taken out of the integral, which is normalized to one. In the limit $a \rightarrow 0$ the argument $z_{f}^{*}$ in $K_{s c}$ can be replaced by $v_{1}(T)$ and the trajectories in $K_{s c}\left(v_{1}(T), z_{0}, T\right)$ can be calculated according to the initial conditions (14). Their contributions are filtered out by the delta functions, which select only the trajectories satisfying the proper boundary conditions (10).

For nonzero $a$, on the other hand, a lot of flexibility is gained by expanding $K_{s c}\left(z_{f}^{*}, z_{0}, T\right)$ around $z_{f}^{*}=v_{1}(T)$. This procedure turns Eq. (17) into a true IVR expression, where not only the 'correct' trajectories satisfying (10) contribute to the propagator, but also their neighboring solutions. In spite of the integration over the auxiliary variables $q_{1}$ and $p_{1}$, the calculation of $K_{i v r}$ becomes simpler because the trajectories involved are all given by initial conditions. However, in this case, $K_{i v r}$ is not identical to $K_{s c}$ anymore, but should be a good approximation if $a$ is small. We shall see that this is indeed the case. Moreover, we will show that, contrary to $K_{s c}, K_{i v r}$ does not diverge at focal points where $M_{v v}$ goes to zero.

The equivalent expression of the semiclassical propagation for an arbitrary initial state described by the wave-function $\psi\left(z_{0}^{*}, 0\right)=\left\langle z_{0} \mid \psi\right\rangle$ is
$\psi_{i v r}\left(z_{f}^{*}, T\right)=\frac{1}{2 \pi \hbar} \int K_{i v r}\left(z_{f}^{*}, z_{0}, T\right) \psi\left(z_{0}^{*}, 0\right) d q_{0} d p_{0}$.
Before we end this subsection we define the scaled variables $\bar{q}=q / b, \bar{p}=p b / h$ and the scaled Hamiltonian
$\bar{H}(\bar{q}, \bar{p})=\frac{1}{\hbar} H(b \bar{q}, h \bar{p} / b)$.
It is easy to check that the semiclassical expressions in terms of $\bar{q}, \bar{p}$ and $\bar{H}$ become identical to the original expressions with $b$ and $h$ replaced by 1 . From now on we shall use these scaled variables, which amounts to set $b=h=1$, but will omit the bar to make the notation simpler. The original variables will be recovered later in the examples.

### 3.2. The calculation of complex trajectories

For analytic Hamiltonian functions $H(q, p)$ it is possible to rewrite the equations of motion for the complex variables $q$ and $p$ in terms of real trajectories of an auxiliary Hamiltonian system with twice as many degrees of freedom, or as we call it, the double phase space. We define $[42,43]$
$q=Q_{1}+i P_{2}, \quad p=P_{1}+i Q_{2}$
and
$H(q, p)=H_{1}\left(Q_{1}, Q_{2}, P_{1}, P_{2}\right)+i H_{2}\left(Q_{1}, Q_{2}, P_{1}, P_{2}\right)$,
where $H_{1}$ and $H_{2}$ are real functions of the real variables $Q_{1}, Q_{2}, P_{1}, P_{2}$. By the Cauchy-Riemann conditions it is easy to show that Hamilton's equations for $q$ and $p$ are equivalent to
$\dot{Q}_{i}=\frac{\partial H_{1}}{\partial P_{i}}, \quad \dot{P}_{i}=-\frac{\partial H_{1}}{\partial Q_{i}}, \quad i=1,2$.
Because the complex Hamiltonian $H$ is conserved, both $H_{1}$ and $H_{2}$ are constants of the motion. In fact it can be shown that $H_{1}$ and $\mathrm{H}_{2}$ are linearly independent, so that one-dimensional systems remain integrable in the double phase space, although the trajectories are generally unbound. The separation of variables in (20) may look unusual because it mixes $q$ 's and $p$ 's. However, it is the proper combination to get the correct signs in Hamilton's equations and it does look natural when the form of Eq. (14) is considered.

For the case $|\psi(0)\rangle=\left|z_{0}\right\rangle$, the real trajectory starting from the center of the wavepacket plays an important role, and we shall use it as a reference. Therefore, the integration over $q_{1}$ and $p_{1}$ in the CIVR will be centered on $q_{0}$ and $p_{0}$ and only a limited region around this point is expected to significantly contribute to the propagation. In this way we write
$q_{1}=q_{0}+\Delta q, \quad p_{1}=p_{0}+\Delta p$
and the initial conditions (14) reduce to
$Q_{1}(0)=q_{0}+\Delta q / 2, \quad Q_{2}(0)=\Delta q / 2$,
$P_{1}(0)=p_{0}+\Delta p / 2, \quad P_{2}(0)=-\Delta p / 2$.
In accordance with Eq. (20), $q(0)=q_{0}+w, p(0)=p_{0}+i w$ with $w=(\Delta q-i \Delta p) / 2$, which is exactly the variable used in a search procedure developed in Ref. [9].

### 3.3. The connection between initial and final displacements

A useful relation can be obtained through the connection between initial and final displacements in the $q_{1}, p_{1}$ plane. Comparing Eq. (20) with (14) we see that
$Q_{1}(0)=\frac{1}{2}\left(q_{0}+q_{1}\right)$,
$Q_{2}(0)=\frac{1}{2}\left(q_{1}-q_{0}\right)$,
$P_{1}(0)=\frac{1}{2}\left(p_{0}+p_{1}\right)$,
$P_{2}(0)=\frac{1}{2}\left(p_{0}-p_{1}\right)$,
which also leads to $q_{1}=Q_{1}(0)+Q_{2}(0)$ and $p_{1}=P_{1}(0)-P_{2}(0)$. It turns out to be convenient to extend this definition to
$q_{1}(t)=Q_{1}(t)+Q_{2}(t)$,
$p_{1}(t)=P_{1}(t)-P_{2}(t)$.
Because of the filtering functions $\delta_{a}$ in Eq. (17) the relevant contributions to the integrals over $q_{1}$ and $p_{1}$ come from the vicinities of $\tilde{q}_{1}$ and $\tilde{p}_{1}$, that should also be close to $q_{0}$ and $p_{0}$. For the trajectory starting exactly at $\tilde{q}_{1}$ and $\tilde{p}_{1}$ it follows, as already mentioned, that $v_{1}(T)=z_{f}^{*}$ :
$\left[Q_{1}(T)+i P_{2}(T)\right]-i\left[P_{1}(T)+i Q_{2}(T)\right]=q_{f}-i p_{f}$
or, according to (26), $q_{1}(T)=q_{f}$ and $p_{1}(T)=p_{f}$.
For neighboring trajectories we may expand the final values of $q_{1}(T)$ and $p_{1}(T)$ around $q_{f}$ and $p_{f}$ as:
$q_{1}(T) \approx q_{f}+\frac{\partial q_{1}(T)}{\partial q_{1}}\left(q_{1}-\tilde{q}_{1}\right)+\frac{\partial q_{1}(T)}{\partial p_{1}}\left(p_{1}-\tilde{p}_{1}\right)$,
$p_{1}(T) \approx p_{f}+\frac{\partial p_{1}(T)}{\partial q_{1}}\left(q_{1}-\tilde{q}_{1}\right)+\frac{\partial p_{1}(T)}{\partial p_{1}}\left(p_{1}-\tilde{p}_{1}\right)$
or

$$
\binom{q_{1}(T)-q_{f}}{p_{1}(T)-p_{f}}=\left(\begin{array}{cc}
\frac{\partial q_{1}(T)}{\partial q_{1}} & \frac{\partial q_{1}(T)}{\partial p_{1}}  \tag{28}\\
\frac{\partial p_{1}(T)}{\partial q_{1}} & \frac{\partial p_{1}(T)}{\partial p_{1}}
\end{array}\right)\binom{q_{1}-\tilde{q}_{1}}{p_{1}-\tilde{p}_{1}} \equiv \Lambda\binom{q_{1}-\tilde{q}_{1}}{p_{1}-\tilde{p}_{1}} .
$$

It follows that
$\delta\left(q_{1}-\tilde{q}_{1}\right) \delta\left(p_{1}-\tilde{p}_{1}\right)=|\operatorname{det} \Lambda| \delta\left(q_{1}(T)-q_{f}\right) \delta\left(p_{1}(T)-p_{f}\right)$.
In Appendix B, Eq. (B.6), we show that $\operatorname{det} \Lambda=\left|M_{v v}\right|^{2}$.

### 3.4. Local complex initial value representation

In the case of delta functions we can use Eq. (29) to write down the first of our formulas, that we term local CIVR. Since
$\frac{1}{\sqrt{2}}\left(q_{1}(T)-i p_{1}(T)\right)=v_{1}(T)$
and defining
$\delta^{2}\left(v_{1}(T)-z_{f}^{*}\right)=2 \pi \delta\left(q_{1}(T)-q_{f}\right) \delta\left(p_{1}(T)-p_{f}\right)$,
we obtain

$$
\begin{align*}
\psi\left(z_{f}^{*}, T\right)= & \int\left|M_{v v}\right|^{3 / 2} e^{i(S+l)-\frac{1}{2}\left(\left|z_{f}\right|^{2}+\left|z_{0}\right|^{2}\right)-i \frac{z_{2}^{*}}{2}} \psi\left(z_{0}^{*}, 0\right) \delta^{2}\left(v_{1}(T)-z_{f}^{*}\right) \\
& \times \frac{d^{2} z_{0}}{\pi} \frac{d^{2} v_{1}}{\pi}, \tag{32}
\end{align*}
$$

where $\xi$ is the phase of $M_{v v}$. Each pair of phase space points $q_{0}, p_{0}$ and $q_{1}, p_{1}$ define a complex trajectory with initial conditions
$q(0)=\frac{1}{2}\left(q_{0}+q_{1}\right)+i \frac{1}{2}\left(p_{0}-p_{1}\right)$,
$p(0)=\frac{1}{2}\left(p_{0}+p_{1}\right)+i \frac{1}{2}\left(q_{1}-q_{0}\right)$,
which is equivalent to a real trajectory in the double phase space with initial conditions (25). The contribution of these trajectories to the final result is filtered by the delta function. The integration measures are defined as usual as $d^{2} z_{0} / \pi=d q_{0} d p_{0} / 2 \pi$ and $d^{2} v_{1} / \pi=d q_{1} d p_{1} / 2 \pi$.

The arguments of $S$ and $I$ in (32), which were originally $\left(z_{f}^{*}, z_{0}, T\right)$, were replaced by $\left(v_{1}(T), z_{0}, T\right)$, so that both $S$ and $I$ are computed using the trajectories defined by (33). Also important is the fact that $M_{v v}$ in the pre-factor has moved from the denominator to the nominator, so that divergences at caustics are replaced by non-contributing trajectories. This is a well known property of IVR's constructed in this way. In practical calculations the delta functions may be replaced by thin box-like functions of size $a \times a$ in phase space. Similarly, the phase space of $q_{f}, p_{f}$ may be discretized as cells of size $a \times a$, so that all trajectories with end point $v_{1}(T)$ inside a given cell contribute to its central point. In this paper, we do not present numerical results using this method.

### 3.5. Smooth complex initial value representation

If the delta functions in the CIVR are replaced by Gaussian functions a better behaved approximation is obtained. Following Filinov [44] and Makri [45], we replace the filtering integrals of trajectories according to

$$
\begin{align*}
\int \delta^{2}\left(v_{1}-\tilde{v}\right) \frac{d^{2} v_{1}}{\pi} & \rightarrow \int e^{-\frac{1}{2 a^{2}}\left[\left(q_{1}-\tilde{q}_{1}\right)^{2}+\left(p_{1}-\tilde{p}_{1}\right)^{2}\right]} \frac{d^{2} v_{1}}{\pi a^{2}} \\
& \approx \int e^{-\frac{1}{2 a^{2}\left|M_{v v}\right|^{2}}\left[\left(q_{1}(T)-q_{f}\right)^{2}+\left(p_{1}(T)-p_{f}\right)^{2}\right]} \frac{d^{2} v_{1}}{\pi a^{2}} \\
& =\int\left|M_{v v}\right|^{2} e^{-\frac{\left.\mid v(T)-z_{f}^{*}\right]^{2}}{\alpha^{2}}} \frac{d^{2} v_{1}}{\pi \alpha^{2}}, \tag{34}
\end{align*}
$$

where we have used Eq. (28) in the second line and defined the rescaled width
$\alpha=a\left|M_{v v}\right|$.
The use of smooth filters seems appropriate to coherent state propagation. It implies that not only the trajectories satisfying the exact boundary conditions (10) are considered, but also their neighborhood as defined by the parameter $a$. In this case the action $S\left(z_{f}^{*}, z_{0}, T\right)$ in Eq. (17) cannot be simply replaced by $S\left(v_{1}(T), z_{0}, T\right)$, but has to be expanded around each initial value trajectory up to second order. The result is

$$
\begin{align*}
S\left(z_{f}^{*}, z_{0}, T\right) \approx & S\left(v_{1}(T), z_{0}, T\right)+\frac{\partial S}{\partial v(T)}\left(z_{f}^{*}-v_{1}(T)\right) \\
& +\frac{1}{2} \frac{\partial^{2} S}{\partial v(T)^{2}}\left(z_{f}^{*}-v_{1}(T)\right)^{2} \\
\approx & S\left(v_{1}(T), z_{0}, T\right)-i u_{1}(T)\left(z_{f}^{*}-v_{1}(T)\right) \\
& -i \frac{M_{u v}}{2 M_{v v}}\left(z_{f}^{*}-v_{1}(T)\right)^{2}, \tag{36}
\end{align*}
$$

where once again we have resorted to expressions derived in Appendix B.

The smooth CIVR can then be obtained by using Eqs. (34) and (36) in (18):
$\psi\left(z_{f}^{*}, T\right)=\int\left|M_{v v}\right|^{3 / 2} \exp \left\{\phi-\frac{\left|v(T)-z_{f}^{*}\right|^{2}}{\alpha^{2}}\right\} \psi\left(z_{0}^{*}, 0\right) \frac{d^{2} z_{0}}{\pi} \frac{d^{2} v_{1}}{\pi \alpha^{2}}$,
where

$$
\begin{align*}
\phi= & i(S+I)+u_{1}(T)\left(z_{f}^{*}-v_{1}(T)\right)+\frac{M_{u v}}{2 M_{v v}}\left(z_{f}^{*}-v(T)\right)^{2}-\frac{\left|z_{f}\right|^{2}}{2} \\
& -\frac{\left|z_{0}\right|^{2}}{2}-i \frac{\xi}{2} . \tag{38}
\end{align*}
$$

If the initial state to be propagate is itself a coherent state, Eq. (17), the smooth CIVR simplifies to
$K\left(z_{f}^{*}, z_{0}, T\right)=\int\left|M_{v v}\right|^{3 / 2} \exp \left\{\phi-\frac{\left|v(T)-z_{f}^{*}\right|^{2}}{\alpha^{2}}\right\} \frac{d^{2} v_{1}}{\pi \alpha^{2}}$.
In this paper, we shall discuss an example of this simple case only. All the tangent matrix elements appearing in Eqs. (38) and (39) can be readily computed from the tangent matrix of the real trajectory in the double phase space. This procedure eliminates the need to work with complex trajectories and also the so called root search problem, involved in finding trajectories with mixed initial-final conditions.

### 3.6. Filtering out non-contributing trajectories and choosing the smoothing factor $\alpha$

The semiclassical expressions developed in the previous sections improve on the original semiclassical propagator by replacing the complex mixed conditions trajectories by real initial value solutions of a related Hamiltonian problem. This procedure also removes automatically the divergence problems cause by caustics. However, a number of important issues must still be handled before the local or smooth CIVR can be implemented on a computer.

The first of these issues concern the so called non-contributing trajectories. It is well known that not all trajectories satisfying the boundary conditions (10) should be included in the semiclassical propagator. The trajectories for which the real part of the exponent


Fig. 1. The left panels show the exact and semiclassical square modulus of the wavefunctions for the given values of $T$. The thin continuous line (red) displays the exact result obtained via split time operator method; the thick solid (black) line is the CIVR approximation and the dashed line (blue) shows the result obtained in Ref. [14] by direct computation of contributing trajectories. For $T=2.5$ we also show the potential $(V(x) / 10)$ and the energy $E / 10=0.2$ of the central trajectory (magenta). The right panels show the contributing and non-contributing initial trajectories in the $q_{1}, p_{1}$ plane as white and dark areas, respectively (see text). The star indicates the positions $q_{0}$ and $p_{0}$ of the initial wavepacket. (For interpretation of the references in color in this figure legend, the reader is referred to the web version of this article.)
$\phi$ in (38) is positive must be discarded as they give rise to divergent contributions in the semiclassical limit. These trajectories are probably associated with forbidden deformations of the integration contours that appear in the derivation of the semiclassical approximation (4). For the harmonic oscillator it can be checked explicitly that Eqs. (38) and (39) give exact results and also that $\operatorname{Re}(\phi) \leqslant 0$ for all complex trajectories. For finite $h$, trajectories with $0<\operatorname{Re}(\phi)<h$ can still be included without causing semiclassical divergences. In our calculations, we discard trajectories satisfying
$\operatorname{Re}(\phi)>h$.
Another usual numerical problem is related to the growth of the tangent matrix element $M_{v v}$ for unstable trajectories. For the harmonic oscillator $\left|M_{v v}\right|=1$ for all trajectories, but for general Hamiltonians $\left|M_{v v}\right|$ can become large giving rise to unphysical contributions. In order to avoid such situations we also discard trajectories satisfying
$\left|M_{v v}\right|>d$,
where $d$ is going to be the only adjustable parameter of our calculations.

Finally, we have to choose the width of the Gaussian smoothing $a$. If $a$ is too small we should recover the exact propagator $K_{s c}$, which is not necessarily a good strategy. In this limit the caustic problems return and the numerical calculation of the many trajec-
tories for each value of $q_{1}$ and $p_{1}$ is wasted, since only those satisfying the boundary conditions (10) are retained. Many prescriptions for fixing $a$ can be devised (see, for instance [44,45]) and the results vary accordingly. So far we do not have a theory for choosing the best width and we will limit ourselves here to a single possibility, namely
$a=\left|M_{v v}\right|^{-1 / 2}$.
This choice balances the range of influence of each trajectory according to their stability and seems to work uniformly well for all the cases tested. The re-scaled width becomes $\alpha=\left|M_{v v}\right|^{1 / 2}$ and the combination appearing in the pre-factor becomes $\left|M_{v v}\right|^{3 / 2} / \alpha^{2}=\left|M_{v v}\right|^{1 / 2}$.

## 4. Example

As a simple application of the smooth CIVR we consider the system
$\widehat{H}=\frac{1}{2} \hat{p}^{2}+\frac{\Omega^{2}}{2} \hat{q}^{2}+\frac{\lambda}{4} \hat{q}^{4}$.
This problem was studied also in [14] for the parameters $\Omega=1, \lambda=0.4$ and $h=1$ by directly computing the relevant complex trajectories. For these values the ground state energy is


Fig. 2. Exact and semiclassical results for $T=4.5$. The left panels show the square modulus of the wavefunctions and the right panels their real part. The thin continuous line (red) displays the exact result obtained via split time operator method; the thick solid line (black) is the CIVR approximation. From top to bottom the pairs of plots correspond to $h=1, \Omega=0 ; h=0.1, \Omega=0$; and $h=0.1, \Omega=1$. (For interpretation of the references in color in this figure legend, the reader is referred to the web version of this article.)
$E_{0} \approx 0.559$ and the first two excited states have $E_{1} \approx 1.770$ and $E_{2} \approx 3.319$. For the initial wavepacket we choose $q_{0}=0, p_{0}=-2.0$, and $b=1.0$. This gives $E=H(q, p)=2.0$ for the energy of the central trajectory, $\tau \approx 4.7$ for its period, and $X_{\text {turn }} \approx \pm 1.6$ for its turning points. Fig. $1(T=2.5)$ shows a plot of the potential function and also indicates the energy of central trajectory

We momentarily restore the original un-scaled variables to illustrate both the computation of the classical Hamiltonian and the scaling process. The classical Hamiltonian function is
$H=\frac{1}{2} p^{2}+\frac{1}{2}\left(\Omega^{2}+\frac{3 \lambda b^{2}}{4}\right) q^{2}+\frac{\lambda}{4} q^{4}+\left(\frac{\hbar^{2}}{4 b^{2}}+\frac{\Omega^{2} b^{2}}{4}+\frac{3 \lambda b^{4}}{16}\right)$,
where $b$ is the width of the wavepacket. In terms of scaled variables (see Eq. (19)) the Hamiltonian becomes
$\bar{H}=\omega\left[\frac{1}{2} \bar{p}^{2}+\frac{1}{2} \bar{v}^{2} q^{2}+\frac{\bar{\lambda}}{4} \bar{q}^{4}+\frac{1}{4}\left(1+v^{2}+\frac{3 \bar{\lambda}}{16}\right)\right]$,
where $\omega=h / b^{2}, v=\Omega / \omega, \bar{\lambda}=\lambda h / \omega^{3}$, and $\bar{v}^{2}=v^{2}+3 \bar{\lambda} / 2$. For the values used in [14] and in Fig. 1, $h=\Omega=b=1$, we have $\omega=v=1, \bar{\lambda}=0.4$, and $\bar{v}^{2}=1.6$.

Fig. 1 shows five snapshots of the wavepacket (left column). The corresponding regions of the $q_{1}, p_{1}$ plane where trajectories contribute to the propagation are shown as white areas in the plots on the right column. The gray regions correspond to unbound trajectories, that tend to escape to infinity, and do not contribute significantly because $\operatorname{Re}(\phi) \ll-h$. The trajectories on the black regions have been eliminated because either $\operatorname{Re}(\phi)>h$ or $\left|M_{v v}\right|>d$ (see Eqs. (40) and (41)). In all these figures we have fixed the constant $d=5.0$. The integration over $q_{1}$ and $p_{1}$ was performed using a regular grid with 80 points in $q_{1}$, centered on zero and varying from -8 to 8 , and 60 points in $p_{1}$ centered on -2 and varying from -10 to 6 . The computational time for the present semiclassical calculation is longer than the split-time operator method (STOM), well known for being efficient and accurate for one-dimensional problems. For $T=8.5$ the calculations take about 8 s in a Core 2 Quad PC with 2.4 GHz , as opposed to about 4 s of the STOM. However, the computational time drops to 5 s if the ranges of integration are changed from -6 to 6 and from -4 to 4 in $q_{1}$ and $p_{1}$, respectively, without altering significantly the results.

The wavefunctions in Fig. 1 were calculated using the simple discretization
$\psi(x, T)=\sum_{n, m}\left\langle x \mid z_{n m}\right\rangle K\left(z_{n m}^{*}, z_{0}, T\right) \frac{\Delta q \Delta p}{2 \pi}$,
where $n$ and $m$ represent the grid in phase space centered on the origin. We used a total of 40 and 60 points in the $q$ and $p$ directions, respectively, with $-4<q_{n}<+4$ and $-6<p_{m}<+6$.

Fig. 2 shows results for different sets of parameters. The left panels show the square modulus of the wavefunctions and the
right panels their real part. The first two pairs of panels show calculations for a pure quartic oscillator, $\Omega=0$, and the two values $h=1$ and $h=0.1$. The last pair shows results for $h=0.1, \Omega=1$. For $h=0.1$ we used $d=4$ and the relevant integration interval in $q_{1}$ and $p_{1}$ was reduced. The computational time dropped to about 2 s , which is faster than the STOM, which still takes about 3 s . The results are still very good, except maybe for $h=0.1, \Omega=0$. In this case the wavepacket is close to the turning point, where the approximation is expected to be not so good. Indeed, we show in Fig. 3 the analogous results for $T=5.3$, away from the turning point, where very good agreement is obtained again. An obvious problem with the case $h=0.1, \Omega=0$ is the phase mismatch between exact and semiclassical results. The phase difference between the semiclassical and the exact solutions increases slowly for short times, but suffers faster changes at the turning points when the wavepacket oscillates faster, like close to $T=4$.

## 5. Conclusions

In this paper, we have presented an initial value representation for the semiclassical coherent state propagator given in terms of complex classical trajectories. We mapped the complex trajectories of the original Hamiltonian system into real trajectories of a related Hamiltonian system with twice as many degrees of freedom, dubbed the double phase space. By introducing an extra integration over auxiliary phase space variables we also replaced the mixed conditions trajectories by initial value solutions in the double phase space. Simple criteria were also introduced to automatically remove non-contributing solutions.

The results obtained with this method are accurate and fast, even considering the extra integration that has been introduced. This is especially significant when compared to previous calculations using root search procedures [14]. Comparison with other methods, such as Herman-Kluk, are the obvious next step to establish the usefulness of the procedure. Work in this direction is under way.

In spite of the accuracy of our results, a few details remain to be understood with room for further improvements. One of the questions is how to chose the best width $a$ or how to properly justify the choice $a=\left|M_{v v}\right|^{-1 / 2}$ made in the present calculations. In specific cases, different choices for $a$ might give better results. In fact, in several cases the value of $a$ can be adjusted to improve the semiclassical result. An interesting alternative is to use the procedure devised in [45], where the width is chosen to minimize the oscillations of the integrand. This shows that a better theoretical understanding on the role of $a$ is needed. Another problem is that the propagated wavepackets turn out not to be properly normalized, and the amount by which normalization is lost also depends on a. In Figs. 1-3, the wavefunctions have been re-normalized by hand after the propagation.


Fig. 3. Same as in Fig. 2 for $T=5.3, h=0.1$ and $\Omega=0$.

Despite these problems the method improves the results obtained by direct computation of the contributing trajectories and is much faster and simple to program. The next steps, besides comparison with other semiclassical methods, includes applications to multidimensional and chaotic systems, where the integrations over the initial conditions may be performed by Monte Carlo techniques.
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## Appendix A. Tangent matrices

In this appendix, we use the scaled units where $h=b=1$. In the $u$ and $v$ variables the tangent matrix is defined by
$\binom{\delta u(T)}{\delta v(T)}=\left(\begin{array}{ll}M_{u u} & M_{u v} \\ M_{v u} & M_{v v}\end{array}\right)\binom{\delta u(0)}{\delta v(0)}$,
where $\delta u(0)$ and $\delta v(0)$ are small displacements at the initial point of the trajectory and $\delta u(T)$ and $\delta v(T)$ are the corresponding final deviations. The action $S\left(v^{\prime \prime}, u^{\prime}, T\right)$ for the trajectory with $u(0)=u^{\prime}$ and $v(T)=v^{\prime \prime}$ satisfies [3]
$u(T) \equiv u^{\prime \prime}=i \frac{\partial S}{\partial v^{\prime \prime}}, \quad v(0) \equiv v^{\prime}=i \frac{\partial S}{\partial u^{\prime}}$.
From the differentiation of (A.2) keeping the variable $T$ constant, we can obtain the connection between initial and final displacements. In matrix form it is

$$
\binom{\delta u(T)}{\delta v(0)}=i\left(\begin{array}{ll}
S_{u u} & S_{u v}  \tag{A.3}\\
S_{v u} & S_{v v}
\end{array}\right)\binom{\delta u(0)}{\delta v(T)},
$$

where $S_{u v}=\partial^{2} S / \partial u^{\prime} \partial v^{\prime \prime}$, etc. Comparing with Eq. (A.1) we find
$S_{u v}=-i M_{v v}^{-1}, \quad S_{v v}=-i \frac{M_{u v}}{M_{v v}}$.
Using the definition of $u$ and $v$ in terms of $q$ and $p$ (notice that all these variables are complex) it is easy to show that [3]
$M_{u u}=\frac{1}{2}\left(m_{q q}+m_{p p}+i m_{p q}-i m_{q p}\right)$,
$M_{u v}=\frac{1}{2}\left(m_{q q}-m_{p p}+i m_{p q}+i m_{q p}\right)$,
$M_{v u}=\frac{1}{2}\left(m_{q q}-m_{p p}-i m_{p q}-i m_{q p}\right)$,
$M_{v v}=\frac{1}{2}\left(m_{q q}+m_{p p}-i m_{p q}+i m_{q p}\right)$,
where $m$ is the tangent matrix in the $q, p$ system. Finally, using the definition of the real variables $Q_{1}, Q_{2}, P_{1}, P_{2}$ and defining its corresponding $4 \times 4$ tangent matrix $n$ we can show that
$m_{q q}=n_{11}-i n_{14}$,
$m_{q p}=n_{13}-i n_{12}$,
$m_{p q}=n_{24}+i n_{21}$,
$m_{p p}=n_{22}+i n_{23}$.
Therefore, by working directly with the real trajectories in the double phase space we can compute $n$ and reconstruct the matrices $m$ and $M$ using simple linear transformations.

## Appendix B. Calculation of $\operatorname{det} \boldsymbol{\Lambda}$

If $v(T)$ in Eq. (30) is an analytic function of the initial condition $v_{1}$, then, by the Cauchy-Riemann conditions we have
$\frac{\partial q_{1}(T)}{\partial q_{1}}=\frac{\partial p_{1}(T)}{\partial p_{1}}, \quad \frac{\partial q_{1}(T)}{\partial p_{1}}=-\frac{\partial p_{1}(T)}{\partial q_{1}}$.
By the definition of $\Lambda$, Eq. (28),
$\operatorname{det} \Lambda=\left(\frac{\partial q_{1}(T)}{\partial q_{1}}\right)^{2}+\left(\frac{\partial q_{1}(T)}{\partial p_{1}}\right)^{2}$.
On the other hand we also have,

$$
\begin{align*}
\frac{\partial v(T)}{\partial v_{1}} & =\frac{1}{\sqrt{2}}\left(\frac{\partial}{\partial q_{1}}+i \frac{\partial}{\partial p_{1}}\right) \frac{1}{\sqrt{2}}\left(q_{1}(T)-i p_{1}(T)\right) \\
& =\frac{1}{2}\left(\frac{\partial q_{1}(T)}{\partial q_{1}}+\frac{\partial p_{1}(T)}{\partial p_{1}}\right)+\frac{i}{2}\left(\frac{\partial q_{1}(T)}{\partial p_{1}}-\frac{\partial p_{1}(T)}{\partial q_{1}}\right) \\
& =\frac{\partial q_{1}(T)}{\partial q_{1}}+i \frac{\partial q_{1}(T)}{\partial p_{1}} \tag{B.3}
\end{align*}
$$

and, therefore,
$\operatorname{det} \Lambda=\left|\frac{\partial v(T)}{\partial v_{1}}\right|^{2}$.
Finally, using the second of Eq. (A.2) with $v^{\prime}=v_{1}$, and differentiating with respect to $v(T)$,
$\frac{\partial v_{1}}{\partial v(T)}=i \frac{\partial^{2} S}{\partial u^{\prime} \partial v(T)}$,
which implies
$\operatorname{det} \Lambda=\left|i \frac{\partial^{2} S}{\partial u^{\prime} \partial v(T)}\right|^{-2}=\left|M_{v v}\right|^{2}$
by Eq. (A.4).
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