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We review recent research which reveals: (1) how spatially distributed populations avoid overexploiting
resources due to the local extinction of over-exploitative variants, and (2) how the conventional understand-
ing of evolutionary processes is violated by spatial populations so that basic concepts, including fitness
assignment to individual organisms, are not applicable, and even kin and group selection are unable to
describe the mechanism by which exploitative behavior is bounded. To understand these evolutionary pro-
cesses, a broader view is needed of the properties of multiscale spatiotemporal patterns in organism-environ-
ment interactions. We discuss measures that quantify the effects of these interactions on the evolution of a
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population, including multigenerational fitness and the heritability of the environment. © 2008 Wiley Perio-
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1. INTRODUCTION
ne of the longstanding controversies in the stud-
ies of evolution is traditionally understood to
revolve around group selection and altruistic
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behavior. Original studies by Wynne-Edwards [1] suggest-
ing that predators executed restraint in reproduction to
avoid overexploitation of resources were later dismissed [2,
3] as inadequate because any such restraint appears to
require group selection. Individual selection of a predator
could not reflect the implications of over-reproduction
that, by the individual predator’s standards, has an evolu-
tionary advantage. Although the original rejection of the
“prudent predator” concept was based on an overall rejec-
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tion of group selection, recent research [4-8] has built a
more solid case for the relevance of group selection in var-
ious evolutionary contexts. Nevertheless, the fundamental
perspective that the average number of surviving offspring
of an individual is the correct measure of evolutionary
success continues to guide evolutionary literature, whether
it includes individual or group selection, because group
selection directly affects the reproductive fecundity of
members of a group.

In this article, our objective is not to discuss group
selection directly, but rather to discuss the implications of
spatially distributed populations, their properties, and the
relationship of these properties to the conventional under-
standing of evolution, with significant implications for the
controversy surrounding group selection and altruism. We
will show that, within the context of a simple model, there
is theoretical justification for a self-consistent limitation of
reproduction by predators. This self-consistent process
arises due to the local extinction of strains that over-exploit
their environment. However, this process does not directly
correspond to the picture of group selection. The primary
reason for this problem is that conventional evolutionary
models assume that competition among individuals or
groups occurs within a particular generation. Because the
local extinction of the over-exploitative strains that we will
describe arises from an organism-environment interaction
over many generations, it does not fit within this approach,
and thus not within the group selection perspective. It also
does not fit within the more specific kin selection concept.
Instead, what is breaking down is an often-unstated quasi-
steady-state assumption that organismal fitness as meas-
ured by reproductive success is relatively constant from
generation to generation; that it is the same for individuals
and their descendants of the same type. This reflects the
assumption that fitness (as measured by reproductive suc-
cess) is linked to hereditary genotypic/phenotypic traits
and therefore is transmitted along with these traits, essen-
tially unchanged, for many generations.

To appreciate these comments, the inadequacy of the
conventional understanding of fitness must be more fully
understood. The assignment of organismal fitness as given
by the average number of surviving offspring of an orga-
nism type is one of the most basic concepts of evolutionary
theory. The mathematical formulation of genetic heredity
by Fisher, Wright, and Haldane [9-11] established the gen-
eration-to-generation change in frequency of genotypes as
the measure of fitness characterizing the role of natural
selection in evolution. The centrality of this characterization
[12] has not been diminished by recognized observational
difficulties due to sampling error, the intricacies of the
genotype-phenotype relationships, and the possibility of
population and environmental changes impacting on fit-
ness. Using the rate of change in frequency of a type as a
measure of fitness quantifies the concept that types whose

individuals leave more offspring come to dominate a popu-
lation, and are therefore more fit [13].

However, a more general approach would suggest that
the direct relevance of reproductive success only applies
when the generational change in frequency is sufficient to
determine the long-term composition of the population;
that is, systems for which the reproductive success of an
organism does not systematically differ from that of the
organism’s more distant descendants. This quasi-steady-
state assumption, in which what happens at one time is
characteristic of what happens at every time, and therefore
of the long-term behavior of the system, is violated by the
simple spatial models of predator—prey or host-pathogen
systems we will describe.

A review of the traditional approach to evolution and
group selection leads us to conclude that in order to
accommodate our results, a new concept of environmental
inheritance should be introduced. Environmental inheri-
tance is to be contrasted with genetic inheritance, and
reflects the likelihood that offspring will inherit the environ-
ment that progenitors left to them, including its effects on
their reproductive success or even their viability. The im-
portance and even revolutionary nature of the role of envi-
ronment inheritance on evolutionary dynamics has recently
been discussed using the term “niche construction”
[14-16]. Significantly, the formalization provided in these
discussions uses conventional averaging approximations,
which limit its validity, because they do not reflect the role
of distinct spatial locations, thus eliminating distinctions
between niches that are made by different local types. We
point out these limitations below and introduce a formal-
ism that does not have such severe limitations. To avoid
some confusion, we also note that due to overlapping ter-
minologies there might be confusion between what is dis-
cussed here and a different topic: environmental influence
on biological organisms in ways that are subsequently
inherited, epigenetics [17]. The practical implications of our
review are important in bringing attention to the failure of
conventional evolutionary concepts in understanding basic
features of biological communities, i.e. responding to the
question: What are the processes that set or limit the repro-
ductive fecundity of evolving populations?

Conventional approaches to representing evolutionary
processes are based upon quantities averaged over organ-
isms and their environments distributed in space, elimi-
nating the role of explicit spatial variation. This approxi-
mation leads to convenient simplifications, including the
Neo-Darwinian gene-centered view [9-11, 18 (see pp 604—
614), 19, Sayama et al., in preparation], that guide the con-
ceptual framework in which evolution is currently under-
stood. Spatial aspects of the distribution of populations
have been invoked for important processes including spe-
ciation [20], the evolution of social behaviors [21], evolu-
tion by group selection [3, 22, 23], and models of evolution
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of virulence in parasites (reviewed in Ref. [24]). However,
these inquiries have been guided by the framework that
uses averaging, and spatial variation that is self-generating
rather than imposed externally has not been included in a
consistent manner. Recent studies [25-43] have empha-
sized the importance of self-generated patterns of spatial
variation that dramatically alter the characteristic proper-
ties and behavior of evolutionary processes. These studies
also formalize conceptual aspects of Wright’s Shifting Bal-
ance Theory [10, 44], which suggested local groups of
organisms (demes) could differ from each other as part of
the process of significant shifts in population genetic
types. Previous efforts at formalization that have been
found lacking [45] did not sufficiently incorporate the
effects of spatial heterogeneity.

The relationship between averaging approximations
used in evolutionary biology and the mean-field approxi-
mation used in physics has been formally demonstrated
[18, 19]. The insights that have been developed in the
study of the violation of mean-field approximations due to
self-organization of spatial patterns (often called symmetry
breaking) provides a framework in which the study of spa-
tial patterns in biology can be clarified through scaling
behaviors describing the rate of change of the population,
its diversity, and the role of environmental context [32-35,
37, 42, 43]. Additional discussions of the limitations of the
mean-field approximation in application to ecology can be
found in the literature [46].

Space can be taken into account in essentially three
different ways: patch models, continuous partial-differen-
tial equations, and lattice models. The first class is
reflected in an extensive literature on island, patch, step-
ping stone, meta-population, or structured population
models that assume an a priori spatial distribution of the
population into well-mixed clusters, or demes, that weakly
interact via migration or other types of contact [47-53].
Because of the assumption of weak interactions, many of
the more interesting dynamic spatial effects were not
studied in this context. The second class includes reac-
tion-diffusion partial differential equations, used to model
pigment patterns in animal skins [18, see pp 621-698] and
ecological processes [54]. Finally, lattice models [25-43]
treat space as a discrete set of sites, or regions, whose
states are determined by local interaction with nearby
points. These interactions are generally not limited to
weak interactions, and the types of behavior that can be
studied are similar to those of partial differential equa-
tions. Spatial patterns of inhomogeneity may form sponta-
neously in lattice models, depending on the specifics of
the model and parameters.

This article is organized as follows: Section 2 is a review
of the behavior of spatial models of predator-prey dynam-
ics, and describes the inadequacy of conventional fitness
and the need for a time-scale dependent fitness. Section 3

relates these studies to the conventional Neo-Darwinian
concepts and group selection, and introduces the concept
of environmental heredity. Section 4 relates these studies
to kin selection, and Section 5 provides our conclusions
about the importance of wider studies of evolving spatial
populations.

2. SPATIAL PREDATOR—PREY/HOST-PATHOGEN MODELS
Recent research on spatially distributed predator—prey or
host-pathogen models [29, 38, 39, 55] has revealed essential
properties of the dynamics of such systems, and especially
their spatial and temporal heterogeneity. When the predator
evolves, the evolutionarily stable type is out-competed in
the short term by seemingly fitter mutants, which have the
highest numbers of offspring for many generations but go
extinct in the long term (e.g., after 200 generations) [38, 39].
The rapidly reproducing types modify their local environ-
ment, depleting resources in a way that is detrimental to
their survival, but this environmental modification and its
feedback to population growth require many generations.
The distinct fates of the different types are made possible
by self-organized spatial segregation.

The feedback of local environmental exploitation to the
extinction of higher reproducing mutants violates the
assumption that reproductive fecundity is a measure of long-
term success of a mutant strain. Indeed, we will quantify the
time-inhomogeneous nature of the evolutionary process
using a more general measure of fitness that acknowledges
that descendents may have different reproductive success
than their ancestors of the same genotype. This measure
indicates the evolutionarily stable type in such cases, and it
can be used to quantify the time scale at which selection acts
against mutants with short-term advantage.

We will present the model in terms of a parasite or
pathogen spreading through a host population [25, 29, 55],
but it can also be thought of as a predator—prey system,
with the pathogens as predators and the hosts as prey, or
local groups of predators and herds of prey [28, 56]. Such
systems exhibit interesting spatial dynamics that are not
present in models that average over the population distrib-
uted in space; hence, space is fundamental to their dy-
namics, a property believed to be shared by many real bio-
logical systems [30].

2.1. The Model

The model is a probabilistic cellular automaton with possi-
ble states at each site of a two-dimensional lattice given by
0 (empty), S (susceptible host), and I, (host infected with
pathogen of transmissibility 7). It has three parameters. At
each time step, susceptible hosts reproduce into each
neighboring cell (taken to be the four closest sites with
periodic boundary conditions) with probability g if that
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cell is not yet occupied; the probability of reproduction is
independent for each neighbor. An infected host dies with
probability v (virulence) along with its infecting pathogen.
Finally, an infected host I, causes a neighboring uninfected
host to become infected with probability . In the language
of predator—prey systems, g is the prey reproductive rate.
For a site that has been attacked by a predator, v is the rate
at which the predator catches and consumes prey. As long
as predators consume prey, they can reproduce, sending
offspring to neighboring sites. When the local prey is con-
sumed, the local predator population expires. We will leave
v fixed because lower values are always beneficial to the
predator (lower values of v imply that predators can survive
while eating fewer prey); instead we will focus on the evolu-
tionary changes in t, which describes the rate at which new
prey sites are attacked by the offspring of reproducing pred-
ators. The subscript t allows more than one type to be pres-
ent on the lattice.
The state transition probabilities are:

PO—8=1-(1-g)"
P(S—IL)=1—(1—1"
P(I,—0)=v

where 7 is the number of uninfected host neighbors, and
m. is the number of infected neighbors of transmissibility
1. The lattice is updated synchronously, as the dynamics
are not significantly different when updating asynchro-
nously [29]. For synchronous updating, if more than one
pathogen sends offspring to the same site, the parent is
chosen at random. This model is used in Refs. [29,38,39]
and differs only in details from the one used in Refs. [28,
55].

2.2. Fitness and Invasibility

To quantify the fitness of an organism we begin by consid-
ering the conventional approach that reproductive success
is the most direct measure. Quite generally, two very similar
measures, R and r, are used to quantify reproduction [13,
57, 58]. R, the net reproduction ratio, measures the
expected number of surviving offspring produced per orga-
nism over its lifetime.! In a non-mutating population of

'A different measure, the basic reproduction ratio R,, mea-
sures the expected offspring when there are no other organ-
isms present. In epidemiology, R, is defined as the expected
number of other individuals infected by an individual in a
completely susceptible population. R, the net reproduction
ratio, is therefore sometimes referred to as the ‘“density-
dependent” measure.

constant size, R is equal to one. In a population of constant
size with mutation, the maximum R may be greater than
one to balance the mutant types which have a value of R
less than one (though the average value of R is one). The
differential analog of R is the “Malthusian parameter” r
[9,58], which measures the per capita instantaneous rate of
increase of the population of a type per unit time. These
quantities are normally referred to simply as “fitness.”

The concept of invasibility is another approach to the
question of what types will come to dominate a popula-
tion. One considers a population dominated by a pheno-
type p and asks whether a mutant phenotype p’ can
invade. An evolutionarily stable strategy [59] is one for
which no mutant can invade. Under the assumptions nor-
mally used, the evolutionarily stable strategy is the one
that maximizes R [60-62].

In many evolutionary models the average population
composition changes over time and therefore, in such a
context it is readily understood that the reproduction rate
in a particular generation is not predictive of the eventual
evolutionary success over many generations. This behavior
is treated mathematically by considering the reproductive
success to be “frequency” or “density” dependent, i.e. de-
pendent on the population composition (frequency and
density refer to the concentration of a particular trait/allele
in the population) [63, 64]. However, as we will show in the
spatial model given in this article, the conventional treat-
ment does not have the ability to represent the necessary
relationship of short-term reproduction and long-term suc-
cess even in a system that has reached steady-state condi-
tions for the population as a whole. This occurs because
the variation of the population composition as a whole is
not related to the local variation of the population in the vi-
cinity of a particular type, which controls the fitness. There-
fore, the use of measures that consider reproductive success
to be density-dependent are not adequate. Discussion of
the inadequacy of traditional measures, various impli-
cations, and new measures that can be effective have
been described in the literature. [39-41, 46] The key to this
understanding is related to the inhomogeneous local behav-
ior of the model and its changes over time in response to
local changes of the population. Conventional treatments
that average over contexts do not capture these effects [60-
64]. What is most important and not generally understood
is that the conventional mathematical treatment (of den-
sity-dependent fitness and other averaging approximations)
has been used to infer conclusions (via mathematical proof
using averaging assumptions) that are not valid in the case
of systems with collective spatiotemporal behaviors. These
consequences are clarified by mathematical correspon-
dence to the breakdown of the mean-field approximation
due to symmetry breaking and pattern formation. The
implications appear here in their relevance to the contro-
versy over individual and group selection, and altruism.
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Our objective is to identify the evolutionarily stable
strategy in the host-parasite system and to understand
this strategy in terms of reproductive success and invasi-
bility. We can then demonstrate explicitly the ultimate lim-
itations of the conclusions obtained from the conventional
approach, and show how these limitations arise from spa-
tial averaging. Making this connection is necessary to
refute the claims based upon proofs that rely upon averag-
ing assumptions. We start from a population-averaged
treatment, which does not provide the correct results for
this model, and point out some of the limitations of this
approach.

2.3. Spatially Averaged (Mean Field) Treatment

An approximate solution to this problem can be obtained
by thinking of all infected hosts as experiencing the same
local environment so that each of them has the same aver-
age number of nearby susceptible hosts, vacant sites, and
other infected sites; in other words, by averaging the local
environment over all infected sites. This spatially averaged
solution is the mean field approximation of the model that
has been shown to be [40, 41]

Si=8+1—-s5—-n)1-(1- gst)é—] — 51— (1- tn[)é]

Ny =ne + 81— (1— m[)é] —vn,

where s is the density of susceptible hosts and n of
infected hosts, and & the number of neighbors of a single
lattice site. To simplify the discussion, it is sufficient to
consider these expressions for small values of g and t [29,
40, 41]:

Sy = Se[1+Eg(1 — s — ny) — Exny]
N = (1 + s, — v)

Consider the question of whether a competing strain with
transmissibility v/, with density r/, can invade:

See1 =81+ &g(1 — s —n, — my) — En, — ET'n,
N1 = ne(1+ &ts; — v)
n, =n(1+Et's, —v)

The growth rate of the strain population is &t's — v and
hence monotonically increasing in 7. In such systems, the
strain with the highest growth rate excludes those with
lower growth rates [65]. Thus, in homogeneous systems
with competing strains, higher-t strains dominate. If the
full equations are considered, for arbitrary g and t, there is
a possibility of coexistence for t and 1’ very close together
[40, 41]. However, the strain with the highest © dominates
and if it is more than a little bit higher then the lower t
value strain disappears.

2.4. Spatial Simulations
The spatially averaged, mean-field approximation does not
capture important aspects of the spatial variation in this
model. The system is spatially inhomogeneous, with host
and pathogen distributed patchily. If we consider a single
type of pathogen and simulate the behavior of this host—
pathogen system, the overall behavior can have one of the
following outcomes: the pathogen dies out but the host
survives, host and pathogen coexist, or the pathogen
drives the host to extinction (causing its own extinction as
well). Parasite-driven extinction occurs above a threshold
of 1 which depends on the values of the other parameters
[66]. Thus, there is a minimum and maximum transmissi-
bility at which the pathogen and host can coexist. Figure 1
shows snapshots of simulations after the long-term behav-
ior is established, revealing how the geometry changes
with differing transmissibility and host reproduction rate.

To investigate the evolutionary dynamics, mutation can
be introduced directly into the dynamics of the model [55,
67, 68]. The transmissibility becomes a quantitative trait
associated with an individual pathogen instead of a pa-
rameter of a population. When a pathogen of transmissi-
bility t reproduces, its offspring has probability p of having
transmissibility © = «:

PO—-S)=1-(1-g)"

P(S—1IL)= {1 ~TLa- T/)mg}

X %nt—g +%ﬂ:t+g + (1 - H)Tfr
ZTH (% Tc‘r”—s + LZLTEI”-H: + (1 - Ll)TEr//)

P(I; - 0)=v

where . = 1 — (1 — ©)" and m, is the number of infected
neighbors of transmissibility t For suitably large lattice
sizes, the system evolves to an evolutionarily stable aver-
age value of t [55]. When high values of t lead to extinc-
tion, t does not increase to the point of extinction; rather,
the system reaches an evolutionarily stable value that is
lower than the extinction limit [Figure 2(a)]. This is the
case for the entire region of parameter space where para-
sites and hosts coexist. A population of pathogens above
the evolutionarily stable value, but able to coexist with the
host, evolves to a lower transmissibility [Figure 2(b)]. This
demonstrates a fundamental difference between the spa-
tially averaged and non averaged result. The evolutionary
moderation of transmissiblity in the spatial case corre-
sponds to reproductive restraint in the face of limited
resources that prevents extinction. We will show using var-
ious visual representations and quantitative analysis that
the evolutionary stability of transmissibility that is lower
than the maximum possible arises because of rapid
growth, local overexploitation and extinction of strains
with higher transmissibility values. Strains with the evolu-
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Snapshots of the host—pathogen model with no mutation. For (a) each of the 25 blocks is from a simulation with distinct values of transmissibility ©
and host reproduction rate g, with virulence v held at 0.5. For (b) each of the 25 blocks has distinct values of transmissibility © and virulence v, with
host reproduction rate g held at 0.05. Green represents healthy hosts, red represents infected hosts, and black represents empty sites. The snapshots
for those parameters for which there are no surviving pathogens after 100 generations appear completely green. For those that appear black, the out-
come is uncertain and can be either pathogen extinction or extinction of both pathogen and host. The lattice size L is 80. We use an L X L square
lattice with periodic boundary conditions and a von Neumann neighborhood (north, south, east, and west neighbors).

0.2 0.4 .6 0.5 1.0

tionarily stable transmissibility reproduce at a globally sus-
tainable rate. This process inherently depends on the spa-
tial structure of the population, as it depends on the local-
ity of the extinction of overexploiting strains.

Figure 3 shows an evolving system at intervals of 20
generations after it has reached the evolutionarily stable
average transmissibility, showing patches of susceptible
hosts growing and being depleted by pathogens of various
types. A light blue high transmissibility strain arises by
mutation between the first and second frames and
becomes extinct before the fourth frame leaving behind a
void of prey. Similar effects can be seen for other high
transmissibility mutants strains. We show in Figure 4 snap-
shots of evolving populations with different combinations
of parameters. Each snapshot is taken after 10,000 genera-
tions, a time long enough to allow the evolved transmissi-
bility to reach a stable value, aside from fluctuations.

2.5. Relationship of Pathogen Type and Spatial Structure

The characteristics of the pathogen shape the characteris-
tics of host patches in which they find themselves [38].
Figure 5 shows a mutant strain 50 generations after it
arose, with a value of t that is significantly above the evo-
lutionarily stable type. This strain has arisen from a single
ancestor at time 7, which mutated from a lower value of
1. By the time T, + 250, the strain has become extinct.

The figure suggests that the local environment is signifi-
cantly altered by the mutant type. We study the local envi-
ronment directly in Figure 6, which shows how the local
configuration of hosts in which a pathogen finds itself
changes with t. Strains that arise by mutation are generally
located in an area with a local environment determined by
the strain from which it mutated. After the first mutant
arises, however, the new strain changes the local environ-
ment. When measured by the local contact rate, we see
that the local environment is transformed to that charac-
teristic of the mutant’s value of 1. Figure 6(a) shows the
local contact rate of susceptible hosts as a function of the
time since the strain arose, where the change can be seen
to take about 40 generations. Figure 6(b) shows an average
over time of the local contact rate for the evolving system
and compares it with a system having only one type. We
see that, for all values of 1, the local contact rate for mixed
systems (with mutation) is the same as that for homoge-
neous systems (without mutation), even though in the
mixed system many strains exist on the same lattice and
individuals are constantly mutating. This indicates that
pathogens of different types are spatially segregated.

2.6. Time Inhomogeneity of Reproductive Success
The distribution of t during evolution has significant fea-
tures that hint at the time-inhomogeneous nature of the
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Time series of transmissibility, 7, in an evolving population, showing
average, maximum, and minimum values. (a) t started at 0.15,
below the evolutionarily stable value of 0.3. t evolves upward to
reach the evolutionarily stable value within 7000 generations. (b) t
started at 0.49. t evolves downward to the evolutionarily stable
value, again within 7000 generations. The virulence v is 0.2, host
reproduction rate g is 0.05, mutation rate p is 0.15, and mutation
increment ¢ is 0.005. These parameters will be used in subsequent
figures unless otherwise noted. The lattice size L is 250.

evolutionary process. Figure 7 is a density plot showing
the distribution of t over time. In this figure, it is apparent
that some pathogens continue to evolve higher 1, but these
strains go extinct. These offshoots are genetically related
pathogens, or strains.

To shed light on the evolutionary dynamics of the sys-
tem, it is instructive to examine the reproduction ratio for
pathogens of different types when mutations are to a ran-
dom transmissibility rather than a fixed increment. Figure
8a shows the net reproduction ratio R(t) for such mutants
when they first arise; it increases monotonically with .
However, Figure 8(b) shows R(t) for all pathogens, aver-
aged over time; it peaks at the evolutionarily stable value.
Thus, selection initially favors high-t mutants [39]. The
selection on initial mutants is thus consistent with a spa-
tially homogeneous treatment. The difference between

these two plots shows that selection against high-t
mutants does not act when a new strain first arises, but
only on longer time scales; evolutionary dynamics are dif-
ferent at different time scales.

2.7. Extended View of Fitness

We now discuss more general measures of fitness that can
handle cases where the short-term reproductive success of
a mutant type does not correspond to long-term success
[39], and illustrate their use by applying them to the
model. To explicitly contrast the fitness over time, we
must consider the reproductive success not only of the
mutant, but also of its descendants, which can vary as a
function of time since the beginning of the strain. We
define a strain as the descendants of a particular individ-
ual. The reproductive success of the strain over time can
be quantified using the average population size of a mu-
tant strain, as a function of the time T since it arose. For a
general evolving system, the time-dependent invasion fit-
ness F;(T,q) is defined to be the expected number of de-
scendants at time f, + T of a mutant of type g introduced
at time #,. T can be measured as time or in generations;
here we use the number of generations. Note that F;(1,q)
is the net reproductive ratio R for mutants. In general, F;
should include environmental factors in its arguments.
When, however, the local environment of type g is shaped
by g itself, as in the model [39], one may write it as a
function of only time and type. To make a more explicit
comparison with the reproduction ratio R, one can calcu-
late the normalized reproduction ratio as a function of
time R(T,q) = Fi(T,q)"'". The evolutionarily stable types ges
are given by q such that the long time value of Fi(T,q) is
greater than zero, limy_, ., Fi(T,q) > 0. No other value of g
can successfully invade in the long term.

In our model, the type g of the evolving species corre-
sponds to the transmissibility © Figure 9 shows Fi(T1),
obtained numerically for the host-pathogen model. Strains
where 1 is less than the evolutionarily stable value T
have both a short-term and long-term disadvantage, and
decline immediately. Strains with t > 1., by contrast, ini-
tially grow much more quickly than those of the evolutio-
narily stable type, but begin declining after an average of
about 30 generations. They remain more successful than
the evolutionarily stable type for a large number of gener-
ations, however. Selection begins to act against strains of a
given non-evolutionarily stable type when its curve drops
below that of the evolutionarily stable type.

Using time-dependent fitness, one can determine
which types dominate at each time scale. For a given time
scale 7, the most successful type for that time scale g (T)
is the value of g such that R(T,q) is maximized. Systems
for which ges(T) = gopi(1) have no contrast between short-
term and long-term fitness. Figure 10a shows that, for the
model, one type dominates for short-time scales, and
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Snapshots of the lattice for the evolving host—pathogen model. Twenty generations elapse between frames from left to right, top row then bottom
row. Susceptible hosts are shown as green and infected hosts are colored depending on their value of t, as shown in the legend. In this and all sub-
sequent figures, the system has settled to a stable value of t. The lattice size L = 100.

another dominates for long-time scales, with a sharp tran-
sition between the two scales.

Because selection acts differently on a given type at dif-
ferent time scales, one can determine the relevant time
scales for a particular type. For all g # ges we can define
the time scale T;(g) at which selection acts against g as:

Ts(g) = minimum of T such that for all £ > T,
Fi(Tvq) < Fi(T7 qes):

Thus, for some T < Ti(g), mutants of phenotype g have
more descendants than those of g.s. The time scale at
which the evolutionarily stable type begins to dominate is
given by Ty = minimum of T such that g, (7) = ¢, For
the host-pathogen system (g = 1), Figure 10(b) shows
T,(1). For values of t less than 1., Ti(t) = 0 because these
low-transmissibility types have a disadvantage on all time
scales. For values of t greater than t.s, Ti(t) approaches a
constant number of generations [about 200 for the parame-
ters used in Figure 10(b)], but is larger when 1 is close to
Tes- Thus, for t greater than 1., on time scales significantly
shorter than 7;, the dynamics of the relative frequencies of
different types can be determined from conventional fitness

measures such as the net reproduction ratio R; on longer
time scales, other mechanisms are essential to the dynam-
ics, such as the feedback between the population and the
environment. In general, when a type has a short-term
advantage [R(q) < R(ges)], Ts(q) is a quantitative measure of
the time scale in which instantaneous change in frequency
dominates the evolutionary dynamics for that type.

Finally, one can measure the long-term invasibility by a
particular strain. Define the limiting invasion fitness F(q)
of type g to be the long time limit of F(Tq), lims. .,
F(Tq). F, can be thought of as a fitness measure of a mu-
tant strain of type g. Similar to R averaged over time, F
peaks at the evolutionarily stable value. However, consider-
ing fitness to be a function of time, rather than a single
number, allows one to characterize the time-inhomogene-
ous nature of evolutionary systems in which short-term
and long-term fitness are different. The populations of such
systems can be considered to contain a mixture of strains,
each of which has high fitness on a particular time scale.

Because some of the individuals in the population can
be of rapidly reproducing types that have high short-term
fitness but low long-term fitness, the long-term composi-
tion of types in the population may differ from that
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Snapshots of the host—pathogen model with mutation after 10,000 generations. The transmissibility has evolved to an evolutionarily stable value.
Each of the 25 blocks represents a simulation with different values of g and v as indicated. The dimension of the lattice L is 175.

derived by considering only the strain fitness Fj plus muta-
tion-selection balance. Instead, the distribution P(g) of
types, g#(es, is given for low mutation rates by Ref. [39]:

m(q) J7—o Fi(T.q)

P(q) = Tios + Eq’#qes m(q) Uszo F(T, q/)]

where m(q) is the rate at which mutants of type g arise, and
Nes is the average number of individuals of the evolutionarily
stable type. P(t) measured numerically agrees with the
above (except for types which are within 0.1 of the evolutio-
narily stable type, because these strains take a long time to
decline and were not tracked longer than 1000 generations).

2.8. Implications
The contrast between long-term and short-term fitness may
occur generally in populations that depend on, and can

deplete, local resources, (see, for example Ref. [69]). The ini-
tial reproductive rate of types does not reveal their long-
term fates. The model suggests that mutant strains continu-
ally arise and persist for many generations before going
extinct through resource depletion. The composition of the
population cannot be predicted from either the initial repro-
ductive rate, or the long-term average rate. In particular,
such systems observed in nature would on average contain
a significantly larger fraction of organisms of non-evolutio-
narily-stable types than would be expected from the long
time average reproductive rate. It is more appropriate to
view the composition of types in such systems as a mixture
of types, each of which is adapted to a particular time scale.

At the same time, the feedback between exploitation
and extinction is seen to have the effect originally pro-
posed [70] as the “prudent predator” concept. Considering
the population as a whole in a phenomenological way, the
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0 23 S 75 1
Evolution of a mutant strain. In this snapshot of the lattice, yellow
indicates a high transmissibility (t = 0.9) mutant strain which arose
50 generations ago. The lattice size is 175. We see that the mutant
strain is spatially clustered and is depleting the hosts from its local
environment. This environmental change leads to the eventual
extinction of the strain.

population would appear to moderate the degree to which
it exploits the resource. The origin of this moderation can
be understood through the spatiotemporal dynamics of
populations and the effect of local extinctions. This per-
spective on local extinctions replaces the concept of group
selection mechanisms that were the subject of controversy
for many years.

More generally, we believe that many natural evolution-
ary systems have a contrast between short-term and long-
term fitness. In such systems, the long-term distribution of
types in a stable population cannot be determined solely
from the generation-to-generation change in frequency of
the types. Studying the evolutionary biology of such sys-
tems thus requires one to look for mechanisms that allow
phenotypes to persist that have a short-term disadvantage.
Because organisms often greatly affect their own environ-
ment, the feedback between the environmental change
caused by the organism and selection may be substantial
The model we studied demonstrates one possible mecha-
nism for this feedback: the local reproduction and deple-
tion of the resource (hosts) makes it possible for some types

to change their environment locally in a way that is ulti-
mately detrimental to their survival. This is an organismal
version of allelic frequency-dependent selection but with a
local dependence on population density of the type, rather
than dependence on a global population density.

An alternate perspective can be provided by recogniz-
ing the dynamics of a mutant strain as akin to a transition
between single celled and multicellular organisms, or to
insect colonies from individualistic progenitors. A multi-
cellular organism has a developmental process and a se-
nescence. If we consider the life span of a mutant strain,
many features of such a dynamical process are present
through the initial rapid replication followed by decay.
Thus, the spatiotemporal pattern of mutant strains could
be considered a prototype for the appearance of such
larger scale systems. The concept of formation of aggre-
gate organisms out of individuals, as in the formation of
multicellular organisms out of individual cells, is relevant
to the topic of group selection. The strain growth and se-
nescence shows the role of larger collections of organisms,
yet there is no direct correspondence to the group selec-
tion concept as we now show.

3. GROUP SELECTION

Group selection has been defined as the differential
extinction and proliferation of groups [71]. In a typical
model a set of individuals are divided into subsets. Within
each group, individual selection (acting through the differ-
ential survival and reproduction of individuals) may be
acting to change gene frequencies within populations. In
many models group selection occurs because some groups
grow larger than other groups, and therefore contribute
differentially to groups in the next generation (e.g., May-
nard Smith’s haystack model [2]). There are many variants
on this general scenario, including differential group
extinction and differential migration. Variations in the sce-
narios also include the methods in which new groups are
founded and the strength of individual selection acting
within groups (reviewed in Ref. [72]).

Modern discussion of this process dates to Wynne-
Edwards [1] who introduced group selection to explain the
tendency of many organisms to apparently withhold repro-
duction for the good of the group. Behavior in which an
individual sacrificed its own fitness to the benefit of others is
referred to as altruism. This view was criticized as being an
evolutionarily implausible situation. Rather, it was suggested
that these apparently altruistic traits were either not truly
altruistic or that the altruism was specifically directed toward
related individuals [2, 3, 73]. The latter scenario, termed kin
selection [2], is considered plausible since an “altruist” can
potentially increase the fitness of a relative and therefore the
spread of its own genes. As a result of these criticisms, group
selection fell out of favor as an important evolutionary force.
More recent experimental (reviewed in Ref. [6]) and theoreti-
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(@) The contact rate, p (the number of neighboring susceptible hosts), averaged over all individuals infected with a strain of a particular type, as a
function of time since the strain first arose. Within 40 generations, the local environment in the vicinity of the strain has been changed from the value
characteristic of the evolutionarily stable type to a value characteristic of the mutant strain. (b) The characteristic contact rate, p, as a function of
transmissibility t. Squares represent data measured in non-mutating populations where all pathogens are of the same type, and xs represent data
taken in evolving populations, where many other strains with different t are present.

cal work (e.g., discussed in Refs. [74, 75]) has brought group
selection back into the spotlight, although its importance in
evolution remains controversial.

The dynamic behavior of mutant strains in the host-—
pathogen model appears to have relevance to the concept
of group selection in that we could consider the process
as due to a competition among strains. However, the
strains that are rapidly growing in one generation eventu-

FIGURE 7
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Time series of the distribution of in an evolving population. Each
vertical slice represents the distribution of t at a particular moment
in time. Groups of individuals exceed the evolutionarily stable value
(most notably at T = 6000 and 21,000) but then go extinct. The vir-
ulence v is 0.5 and the host reproduction rate g is 0.1.

ally drive themselves to extinction essentially independ-
ently of the existence of other strains. Thus the notion of
strain competition does not appear to apply; a more direct
notion of environmental feedback seems to better charac-
terize the behavior of these strains.

More significantly, a review of the subject of group
selection reveals that the essential concept of sufficiently
well defined groups that are competing with each other is
a single-generational process. To make this clear, we adopt
a pedagogical approach and review the subject of group
selection as a process of evolution of groups. This will also
enable us to show how the temporal properties of fitness
through environmental feedback can be incorporated in a
more standard evolutionary perspective by introducing a
notion of environmental heritability. This heritability arises
through the likelihood that offspring will inherit the effects
of progenitors on the environment. This contextual inheri-
tance plays a distinct role from the usually treated genetic
inheritance of an organism but is no less real.

A key conceptual foundation for evolution (regardless
of whether this applies to organisms or groups) was estab-
lished by the general arguments of Lewontin [76], who
identified three properties of a population that are neces-
sary and sufficient for evolution by natural selection to
occur. First, there must be phenotypic variation, that is,
there must be some differences among organisms in their
appearance, physiology, or behavior. Second, these differ-
ences in phenotype must be correlated to differences in
fitness. That is, some phenotypic variants must have
higher fitness than other variants. As discussed previously,
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lattice size L is 175.

(@) R (the net reproduction ratio) as a function of t for mutants, showing the expected number of offspring of a mutant one generation after it arises.
The dominant phenotype has reached its evolutionarily stable value of T = 0.3. (b) As on the left, but for all pathogens, averaged over time; R peaks
at the evolutionarily stable value of 0.3 and is below one when 7 is significantly greater or less than the evolutionarily stable value. To collect data for
all T, mutants’ transmissibility is set to a random value between 0.2 and 1 rather than being a small increment. The mutation rate p is 0.002 and the
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in this context fitness is usually defined as the number of
offspring produced by an individual. Third, differences in
fitness must be heritable. That is, high fitness individuals
must produce offspring that on average also have high
fitness.

Thus, natural selection occurs whenever there is varia-
tion in phenotypes affecting fitness, and this will lead to

evolutionary change whenever those phenotypes have a
heritable basis. Most commonly this is considered to occur
for selection among individuals, but any biological struc-
ture that has the properties of phenotypic variation, differ-
ential fitness and heritability will evolve by natural selec-
tion [76]. This is the context in which group selection can be
formalized, since groups are a level at which selection can

Fi(Lt) 4
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T

The time-dependent invasion fitness Fi(T,t) for the host—pathogen system. (a) As a function of time T, with curves for various transmissibilities t.
(b) The same data as a function of t, with curves for various time scales T. The lattice size L is 250.
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Time scale of selection. (a) The most successful type Ton(T), as a function of time since the beginning of the strain. Types of high transmissibility
(those with high values of R in Figure 7(a) dominate for time scales shorter than about T = 175, whereas types close to the evolutionarily stable type
(those with high values of time-averaged R in Figure 7(b) dominating on time scales longer than T = 250. (b) The time scale Ty(t) at which selection
acts against strains of pathogens with transmissibility 7. T¢(t) is 0 for T less than 1, indicating that selection acts against these types instantaneously.
For t greater than 1., the time scale is very long for values close to 1., and converges to ~180 for high <.
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potentially act. The identification of a group of organisms
associated in some way can lead to the consideration of
whether group selection operates upon them. There is little
controversy as to whether there is variation among groups;
however there is considerable question as to whether there
will generally be an association between group-level pheno-
type and fitness. More seriously, there is a question as to
whether groups have sufficient multigenerational cohesive-
ness for the group level phenotypes to be heritable; that is
whether groups persist long enough for group selection to
lead to evolutionary change. Experimental evidence clearly
shows that laboratory populations that have all these proper-
ties can be established; however, whether populations with
all three of the requirements for evolution by group selection
occur in nature remains to be examined [6].

For this discussion, we will return to the simple defini-
tion of fitness as the number of offspring produced by an
individual. It is convenient to translate the fitness of an
individual into “relative fitness.”* Relative fitness of the ith

2In some works, relative fitness is defined in relation to the
maximum fitness in the population. Such an approach,
although perhaps formally equivalent and giving the same
conclusions, is likely to be poorly behaved in application to
realistic models where small subpopulations may have
transient large reproduction rates. Thus, we do not adopt it
here. We use notation that is standard in evolutionary biol-
ogy in this section.

individual is defined as the number of offspring produced
relative to the population mean:

where w; is the relative fitness of the ith individual, N; is
the number of offspring produced by the ith individual,
and N is the mean number of offspring produced in the
population. Individuals with a relative fitness greater than
1 will produce more offspring than average, and those
with a relative fitness less than 1 will produce fewer off-
spring than average. Realizing that the mean relative fit-
ness is one, w = 1, a basic measure of interest is the var-
iance in relative fitness,

Var(w) =y pi(w; — wi)* =y pi(w; — 1)

where p; is the frequency of the ith phenotype. This var-
iance is of sufficient importance that it has been referred
to as the “opportunity for selection” [77], and it provides a
measure of the variation in fitness that is available for
selection. By itself, this measure cannot be considered
evolution (defined for our purposes as change in gene fre-
quency) because this provides no insight into the causes
of differences in number of offspring produced. Indeed,
even random mating can produce variance in relative fit-
ness, because the number of offspring can vary according
to a distribution determined by the mating process.

For selection to occur there must be a relationship
between relative fitness and phenotypic traits, i.e., differ-
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ences in phenotype must be correlated to differences in
fitness. This can be quantified using the covariance
between a trait, Z, and relative fitness [77]:

COU(Z7 111) = Z p,-(Ziwi — Z E) = ZpiZiﬁ/i — Z E

Remembering that w = 1, and realizing that p' = pab; is
the frequency of the of the ith phenotype after selection,
the change in phenotype as a result of selection is:

AZ* = Cov(Z,w) = piZi—Z
i

If we make the assumption that change in Z is the result
of selection acting on Z, an assumption that in many cir-
cumstances is not valid, we can use regression to write rel-
ative fitness in terms of phenotype:

w; =b+aZ;+e;

where b is the intercept and a is the slope of the regres-
sion equation given by:

_ Cov(Z,w)
T Var(Z)

and e; is an error term. This approach can be extended to
include multiple traits using partial regression rather than
simple regression [78]. In this case:

wi=b+arZy+ -+ apnZiy +e;

where a,, etc. are now the partial regression coefficients of
relative fitness on the appropriate trait.

This description of selection only refers to the within-
generation change as a result of selection. Between-
generation change, that is, evolution by natural selection,
requires the third necessary and sufficient condition, that
the traits be heritable. Heritability in a quantitative genetic
sense can be described by the regression of offspring traits
on parent traits. The slope of this regression is half of the
heritability. For historical reasons the standard symbol for
heritability is given by h* (note that the square root of h?
is never used) (see Ref. [79] for a careful description of
heritability). Heritability is primarily used to describe the
response to selection using the “breeder’s equation.” To
attain the traditional form of this equation define R to be
the intergenerational response to selection, AZ = Z' — Z,
where Z is the mean of the population after selection and
reproduction, and S is the within generation change due
to selection, AZ then [79]:

R=AZ'=h’S = W*AZ*

Group selection has been defined as the differential prolif-
eration and/or extinction of groups [80]. Group selection

can be incorporated into this model of selection if group
selection is defined in terms of what is called “contextual
analysis” [6, 80, 81]. Contextual analysis is a regression
approach in which both group-level and individual-level
traits are simultaneously included in a multiple regression
model. It was developed in the social sciences to analyze
situations where social behaviors and opinions of individ-
uals are influenced simultaneously by characteristics of
individuals and society [82]. The model is identical to the
individual selection model described above, except that
“contextual” traits are also included. Contextual traits are
traits measured on the group and may include both sum-
mary measures, such as the mean of an individual trait,
and traits that can only be measured on the group, such
as population size. Note that the “group” need not be a
discrete entity, but can be any collection of individuals
that influence the fitness of the focal individual. Thus, the
regression becomes [80]:

Wi =b+aaZn+ -+ anZin + A1) Cit + - Anym) Cim + €

where w is relative fitness, b is the intercept, a; through
agn+m are partial regression coefficients, Z;; through Z,;
are individual level traits, C,; through C,,; are contextual
traits, and e; is an error term.

Using this model of selection, group selection occurs
when there is a significant partial regression of relative fit-
ness on a contextual trait. By this definition, group selec-
tion occurs when the fitness of an individual is influenced
by interactions with other individuals.® In traditional mod-
els of group selection the individuals have been organized
into discrete groups, with selection occurring through
differential extinction and recolonization, and through
differential migration. However, contextual analysis works
equally well with spatially structured or poorly mixed con-
tinuous populations when neighbors have sustained inter-
actions influencing fitness.

It must be emphasized that contextual analysis only
describes within-generation change. Many situations that
may show up as group or contextual selection will not
lead to any adaptive change (i.e., a response to selection)
because the population structure is not sufficiently stable
to provide heritability, the third component necessary and
sufficient for evolution by natural selection identified by
Lewontin. For example, if new groups are founded by indi-
viduals from several different groups, high fitness groups
may not reliably pass on their characteristics when new
groups are founded.

3Under this definition many forms of frequency- and den-
sity-dependent selection are forms of multilevel selection.
This broad definition is appropriate because under contex-
tual analysis they are mathematically the same process.
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Importantly, multilevel selection as it is currently for-
mulated is a within-generation phenomenon. That is, mul-
tilevel, or contextual, selection results when the fitness of
an organism is influenced by interactions with other con-
temporaneous organisms. The environment as influenced
by previous generations does not enter into the calculation
of fitness. Nevertheless, in the model presented in this ar-
ticle, it is the modification of the environment that will
ultimately cause the extinction of lineages with high trans-
missibility. This means that in this case, selection is a mul-
tigenerational phenomenon in which high transmissibility
mutant strains progressively modify their environment
resulting in the extinction of the lineages over several gen-
erations. This is similar to multilevel selection: it involves
interactions among organisms, and the fitness of an orga-
nism is a function of these interactions; however, these
interactions of an organism with its predecessors are
mediated through changes in the environment. While con-
ceptually similar to within-generation multilevel selection,
it is nevertheless a distinct phenomenon.

Although conventional group selection does not incor-
porate intergenerational effects, we can expand the con-
ventional formalism to include intergenerational influen-
ces. In the model presented here, prior generations influ-
ence the fitness of an individual because they have killed
potential hosts. Thus, they have modified the environ-
ment. In conventional formulations, environment cannot
contribute to evolution by natural selection because it is
not heritable. Recent discussions of environmental inheri-
tance, niche construction, allow for the concept of envi-
ronmental change by organisms [14-16]. In their discus-
sions environmental changes become heritable and should
be included in the fitness of genotypes due to their aggre-
gate role similar to all other effects of individual organ-
isms, alleles. However, the application of averaging in
mathematical formulation removes the distinctive dynami-
cal role of local changes on the individual lineages we dis-
cuss here. Intuitively, we can recognize that the specific
history of a particular location in space at a particular
time influences the local environment, and subsequently
the effective fitness of a particular type at that location.
Although this is intuitive, what is ultimately important is
that this effect changes the overall dynamical behavior of
the evolutionary process as demonstrated by comparing
the results of an averaged treatment of the model with
that of the direct simulation. We can capture this in a for-
malism that appears similar to the traditional one but has
essential differences.

In the case of a spatial environment where averaging
does not apply, because the environmental conditions are
generated by predecessors that occupied the same or
nearby physical locations the environment does become
heritable and distinctive for different organisms at the
same time or at different locations in space, and can be

legitimately included in the equation for relative fitness.
Thus, this multiple generational effect on fitness can be
modeled as:

wi=b+aZn -+ +apnZin + apyCin + - Anrm) Cim
+ A(nym1)Ei + €

Where E; is the environmental effect generated by the
predecessors that lived at the same or nearby physical
location. In the model presented here, E; will primarily be
a measure of the number of hosts available to the ith indi-
vidual (the contact rate, p, see Figure 6). During the early
(e.g. first 30) generations this number will be similar for
all pathogen strains. In later generations the contact rate
will change to a value that is characteristic of the trans-
missibility, 1, of the ith individual’s predecessors. For low
mutation rates, the transmissibility of the predecessors
will be the same as that of the individual; however, in gen-
eral this need not be true. The contact rate will be
increased by low values of t in the predecessors, and
decreased by high values of 1.

We can show that spatial location is heritable by dem-
onstrating that offspring are located near their parents.
This heritability is equivalent to the correlation of genea-
logical relatedness in space. By way of example, we show
in Figure 11 a representation of the spatial structure of
genealogical distance. In this picture, the colors show the
degree of genealogical relatedness to a particular patho-
gen. The left and right panels show this for two different
individuals at the same time in an evolving population,
simulated using incremental mutations. Figure 12 shows
the average genealogical relatedness as a function of spa-
tial distance.

4. KIN SELECTION

There are specific, widely recognized cases where the
reproductive fitness of an individual organism does not
predict its reproductive success over many generations. A
key mechanism for this is the process of kin selection,
because an individual’s reproduction can be diminished
(or even zero) although its effective reproduction is larger
because of the benefit that arises to other genetically
related individuals that it is helping. It is clear that the
notion of kin selection is closely related to traditional dis-
cussions of the mechanism by which “altruism” (the
reduction of an individual’s reproductive success to help
others’) arises.

The term kin selection was introduced by Maynard-
Smith [73] to explain the evolution of altruism that is
directed towards relatives. Kin selection is based on Ham-
ilton’s rule [22],

Cost
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Genealogical distance between individuals in space. Distance from the individual marked by the arrow is shown as color. Yellow indicates pathogens
that have a recent ancestor in common with the pathogen indicated by an arrow; red represents those that have the most distant common ancestor
(a distance of 1380 generations). Pathogens of the same color are not necessarily related to each other. The two plots show relatedness from two dif-

This equation states that an altruistic behavior should
evolve if the ratio of cost of performing the behavior to
benefit to the recipient (or recipients) is less than the relat-
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The average genealogical relatedness, or number of generations
since a pair of individuals had their most recent common ancestor,
as a function of their distance from each other. Because the size of
the system being simulated is only 100 X 100, the leveling off of
the curve may be due to the finite system size.

edness between the altruist and the recipient. It is reasoned
that under these circumstances, because the beneficiaries
of altruistic behavior are also likely to carry the genes con-
trolling altruistic behavior, the behavior should spread. Kin
selection is widely accepted as an important evolutionary
force, and is frequently invoked as an explanation for the
evolution of altruistic traits [83]. Kin selection (or the
related concept of inclusive fitness) provides a specific view
of how altruism can enter and even dominate an evolving
population [2, 22]. The mechanism assumes that the selec-
tion of heritable traits can promote a behavior in which
one individual sacrifices its own reproductive capacity in
order to help a relative reproduce at a higher rate. The ben-
efit to the sacrificing individual from this arrangement
arises from the existence of shared alleles among relatives.
If there is a large enough increase in the offspring of the
beneficiary compared with the loss of the altruist, then
there will be a greater number of alleles that promote this
behavior in the following generation. Specifically, if the
relatedness is that of identical twins, the benefit must be
greater than the deficit. If the relatedness is that of sisters,
the benefit must be over twice as much as the deficit, and
so on. Experimental cases that are often quoted as exam-
ples indicative of kin selection include cases where neither
individual would be able to have offspring without the
altruistic behavior, whereas only one would have offspring
in the case of the altruistic behavior.
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(a) Tes, the evolutionarily stable average value of t, as a function of the mutation rate . p has a very small effect on 1.5 even when all offspring are
mutants. The small increase is mostly due to high-t mutant strains, which arise more frequently for higher p and increase the average, but die out,
rather than an increase in the evolutionarily stable background. (b) tes as a function of the host reproduction rate g. g has a much more significant

Because we have shown that the moderation of trans-
missibility can be understood as a kind of altruism, we
can ask whether the notion of kin selection has something
to do with the moderation of transmissibility that is
observed in the model we are describing here. To address
this question it is essential to realize that the process of
environmental feedback through many generations does
not correspond to the notion of altruism within a genera-
tion: one individual helping other individuals by sacrificing
reproduction does not occur.

If we consider the effect of lowered transmissibility of
one pathogen on the possibility of reproduction of other
pathogens, we realize that this is not a case of kin selec-
tion as it is normally defined. Specifically, if one patho-
gen were to reduce its transmissibility from 1 to t©-dr, the
likelihood of its infecting a particular adjacent host would
go down. At most, this would enable one other pathogen
to infect that host. If the host was indeed infected, and
this infection were by an identical twin of the original
pathogen, then the outcome would be for the original
pathogen the same as a direct infection. Thus, the best-
case scenario is only a case of equal benefit and there is
no scenario in which a pathogen can increase the likeli-
hood of infection by its own genotype through reducing
its transmissibility.

We see from this argument that kin selection, as it is
normally defined, does not apply in the case we are con-
cerned with here. Suitably generalized to account for the
dynamics of the growth and death of strains, we can

account for the model behavior using standard evolution-
ary processes that also can be discussed in terms of kin
selection—where kin are separated in time. Thus, if a
pathogen were to calculate the benefit to its ultimate
descendents for the choice of a transmissibility, then the
highest fitness would be trivially related to the average
R(#) over time rather than the instantaneous R(#) of a mu-
tant. Kin selection is an attempt to project the longer-
term effects of reproduction onto the fitness of a single
generation through memory that is encoded genetically.
This genetic encoding is not part of the model discussed
here. Instead, the limitation on transmissibility occurs as
a dynamic process that explicitly occurs in the environ-
ment of the system. If there were a mechanism of mem-
ory for the long-term effects of mutation on the ultimate
outcome of the strain, this limitation could be attributed
to the genotype as an evolutionary strategy to choose the
transmissibility that is evolutionarily stable. The simula-
tion shows how this occurs as a dynamic phenomenon
instead.

Importantly, without such a genomic memory, the limi-
tation of the transmissibility is explicitly due to the envi-
ronmental feedback of physical parameters (phenotype).
More specifically it is not due to the genotype relatedness.
To demonstrate this explicitly we studied the effect of ge-
notype relatedness of nearby individuals on the evolution-
ary stable value of the transmissibility. Nominally, in a kin
selection model, the evolutionary stable value of the trans-
missibility would manifest the level of altruism in the pop-

© 2008 Wiley Periodicals, Inc.
DOI 10.1002/cplx

COMPLEXITY

39



ulation [73]. If the level of altruism depended on the geno-
type relatedness of nearby individuals, the evolutionary
stable value of the transmissibility would be sensitive to
the genotype relatedness. We show in Figure 13 the effect
of varying the mutation rate on the evolutionarily stable
value of the transmissibility. We contrast this with the
effect of the reproduction rate of the host organisms on
the transmissibility. The latter has a significant effect,
while the former, which more directly affects the local
relatedness of individuals, has a very small effect.

The role of relatedness should be understood as relat-
edness of individuals to whom altruistic behavior is per-
formed compared to the relatedness to the population of
competing organisms. Specifically, if an organism is closely
related to all of the organisms that are present, then there
is no reason for it to act in an altruistic way, because ben-
efiting in a relative way one individual (compared with the
rest of the population) does not change the relative suc-
cess of the trait or genome of that individual. In the con-
text of this model, the local relatedness of individuals by
genotype and the long-range relatedness of individuals do
not have a major influence on the evolutionarily stable
value of the transmissibility.

We can reinterpret altruism in kin selection to be a
genetic learning of the multigenerational consequences of
behavior. Our reasoning is that in a single generation it is
not possible for the effect of altruism to be manifest, but
over several generations this is possible.

Analogously, one of the main problems in the context
of the discussion of group selection is the heritability of
group traits. We can address this problem in the context of
our model by noting that what would be normally
ascribed to a group, here is ascribed to the interaction
between the group and its environment. Moreover, our
discussion suggests that there is a possibility of the incor-
poration (learning) of the interplay of environment and
strains into the genomes of organisms. The selection of
traits that enable strains to better survive could occur.
Thus, the longer time survivability of strains leads to the
possibility of group traits becoming inherited and this can
be thought of as the incorporation of the patterns of inter-
play of environment and groups into the genomes of
organisms. Such learning would reflect the spatiotemporal
patterns of behavior that occur over multiple individuals
and generations.

9. CONCLUSION

Real populations are distributed spatially. Organisms are
located at different points in space and thus they experi-
ence different environments, and interactions among org-
anisms are local. The spatial distribution of organisms in
nature, and the varied local environments in which they
exist, are not directly represented in conventional models

of evolution. Instead, in conventional studies of evolu-
tionary and ecological systems, these and other compli-
cated spatial and temporal distributions are averaged
over. Indeed, in the gene-centered view, such systems are
represented as the frequencies of various genes or types
in the entire population. In this formulation, the environ-
ment experienced by a particular individual is, by defini-
tion, the average over all environments. Such averaging
reflects the assumption that fluctuations and patterns of
spatial inhomogeneity become unimportant in the limit
of large populations or over long times. Populations with
subdivision, in which locality is relevant, have been
treated as an ensemble of homogeneous populations
with some migration between them [48-53]. However,
each of the subpopulations is treated in the conventional
way, and the outcomes of these systems are evaluated by
comparing generation-to-generation changes in fre-
quency of the types.

The essential dynamical nature of evolutionary proc-
esses has also been relegated to that of a gradual process
in a quasi-steady state approximation, i.e. where incre-
mental changes of the population composition are grad-
ual enough to enable other system characteristics to set-
tle down to reach equilibrium at each moment so they
have no independently specified or coupled dynamics
(this is called in physics the adiabatic approximation,
and is termed a “quasi” steady-state assumption because
the population may vary over time). While predator-prey
Lotka-Volterra type equation oscillations, as well as the
punctuated equilibrium concept [84] and the related
concept of cascades in networks of co-evolving systems
[85] suggest that quasi-equilibrium treatments are inad-
equate, the influence of these concepts on the under-
standing of the long term evolutionary dynamics of spe-
cies still remains limited. Standard approaches average
over time-varying quantities, as they assume that the
effects of this variation are unimportant on all but the
shortest time scales. In the presence of spatial inhomo-
geneity, conclusions of such models can be systemati-
cally violated. This can occur when parts of the system
undergo change over the course of many generations
even when the population has reached a steady state, for
example when some organisms gradually modify their
own environment so that the environment encountered
by descendants is systematically different from that
encountered by their ancestors. Thus, both space and
time heterogeneity lead to substantial differences in the
evolutionary behavior of populations as compared with
homogeneous ones.

The study of spatial models of predator—prey and host—
parasite systems has been undertaken in recent years
because of the direct relevance of such models to under-
stand natural processes. In this article, we have reviewed
recent research that shows how the evolutionary dynamics
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of a spatial population of predators or pathogens cannot
be understood using conventional spatial averaging. More
significantly, we show that the concept of fitness as a
property of an organism at a particular time is violated
through the failure of quasi-steady state assumptions.
Instead, the breaking of temporal homogeneity leads to a
dynamics of mutant strains that appears at first glance to
be like group or kin selection. However, conventional for-
mulations of kin or group selection, which rely both upon
quasi-steady state approximations and spatial averages
turn out not to encompass the spatiotemporal behavior of
strains found in this model.

More specifically, standard measures of fitness, which
are based on the generation-to-generation change in fre-
quency of organism types, contain the assumption that
temporal heterogeneity in the interaction between the
organisms and their environment is unimportant, and can
be averaged. The key to understanding the failure of this
approach in the spatial predator—prey model is that the
organisms modify their local environment by exploitation
so that descendents may experience systematically differ-
ent environments than their ancestors. If spatial averages
over the environment are assumed, then these local spa-
tial differences appear to affect all organisms identically,
rather than preferentially affecting the offspring of highly
exploitative individuals, and therefore the importance of
this effect is lost. The differences in the effect of spatial
populations, as compared to a homogeneous approxima-
tion, do not disappear even in the large population limit.
Although existing definitions of group selection and kin
selection do not allow for the effects of spatiotemporal
inhomogeneity and therefore do not encompass the
range of possible forms of multilevel selection, we
showed that one way to overcome this problem is to
introduce the notion of environmental inheritance. The
concept of environmental inheritance is a major modifi-
cation of conventional evolutionary thought. It is also
appealing as a practical approach to studying models of
evolutionary change.

The importance of spatial and temporal inhomogeneity
and the role of environment modification and feedback
are potentially relevant to several areas of biological in-
quiry. In recent times the importance of spatial inhomoge-
neity on the dynamics, stability, and diversity of ecological
[31] and epidemiological [21, 26] systems has begun to be
recognized. The research reviewed here may be directly
relevant to models of ecological processes influencing the
distribution and abundance of organisms. For example,
the persistence of organisms in their habitats can be
dominated by feedback between the organism and its
environment, and the distribution of organism types can
be significantly different from that estimated using spa-
tially and temporally averaged environments. Perspectives

on the viability of spatially limited habitats that are re-
served for endangered species may also be impacted by
such research. Similar to ecology, the dynamics of infec-
tious pathogens can also be governed by feedback
between the organism and its environment (in this case,
the distribution of susceptible or infected hosts). In this
case evolution is of particular relevance because pathogen
generation times are short, and the dynamics of the infec-
tion may be changed by evolution of the pathogen (for
example, resistance to drugs) over the course of a single
epidemic, or in their year-to-year variations. Thus, the dy-
namics of an infection can be significantly different than
that predicted by studies using averages of the distribution
of susceptible and infected hosts over space and time.
When previously spatial systems become more highly con-
nected, as is currently happening to our world through
globalization, substantial changes that threaten evolution-
ary stability may arise. Intimations of such effects in the
behavior of invasive species and pandemics are matters of
global concern [86].

Finally, inhomogeneity in space or time can also be a
determining factor in the evolutionary history of species.
Both survival and extinction of types can be fundamentally
different from the outcome predicted using standard
approaches, which predict outcomes by comparing the
generation-to-generation change in frequency of different
types (normally called fitness). We emphasize that we have
also shown how existing definitions of group selection and
kin selection, since they do not allow for the effects of spa-
tial and temporal inhomogeneity, do not encompass the
range of possible forms of multilevel selection. This raises
significant new challenges to developing alternate formu-
lations of evolution that can accommodate the effects of
spatiotemporal patterns.

The significant role of space in the dynamics of evolu-
tion opens the door to new inquiries in understanding
altruism and other collective behaviors in evolution. In
this regard, it is significant that social signaling of the scar-
city of resources (i.e., predators signal to each other the
scarcity of prey) was an essential coordinating mechanism
of the reproductive restraint described by Wynne-Edwards
[1]. Recent research has shown that social signaling-based
reproductive restraint is indeed evolutionarily favored in
spatial environments [87]. This research shows that social
behaviors, including signaling and altruism based upon
signaling, is a robust property of evolving populations in
spatial environments. As in the case of individual repro-
ductive restraint, social altruism arises because the local
environment is inherited: altruistic individuals have envi-
ronments shaped by the altruism of their ancestors, while
selfish individuals have environments shaped by the self-
ishness of their ancestors. This is surely a lesson of wide
relevance.
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