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#### Abstract

The solution of the quantum-mechanical eigenvalue problem is discussed for cases when a series of approximate eigenfunctions is known. If these "unperturbed" states are divided into two classes, a perturbation formula is derived giving the influence of one class of states on the other in the final solution: The formula contains as special cases: (i) the Schrödinger-Brillouin formula for the eigenvalue of a nondegenerate state, (ii) a new simple formula for treating a class of degenerate states, and (iii) the splitting of the secular equation in cases where the system naturally consists of two independent parts in mutual interaction.


## 1. INTRODUCTION

ONE of the most important tools for treating the fundamental quantum-mechanical eigenvalue problem

$$
\begin{equation*}
H \psi=\mathfrak{E} \psi \tag{1}
\end{equation*}
$$

is the perturbation method due to Schrödinger. ${ }^{1}$ In its conventional form, the operator $H$ has the form $H=H_{0}+V$, and, for the derivation of the perturbation formulas, it is usually assumed ${ }^{2}$ that $V$ can be expressed as a power series in a perturbation parameter $\lambda$. Another type of derivation of these formulas has been given by Lennard-Jones ${ }^{3}$ and by Brillouin, ${ }^{4}$ who used the secular equation and the theory of bordered determinants. Here we will show that a still simpler treatment of the perturbation theory can be given by using the system of linear equations ${ }^{5}$ corresponding to the secular equation. Dividing the given "unperturbed" states into two classes, we will derive a formula which explicitly gives the influence of one class of states on the other in the final solution of (1). As special cases we will obtain the Schrödinger-Brillouin formula ${ }^{4}$ for the eigenvalue of a nondegenerate state, a new formula for the treatment of a class of degenerate states, and finally a formula for the splitting of the secular equation for a system which naturally consists of two independent parts in mutual interaction. Even if these formulas are here derived mainly for the application in the theory of molecules, they may be useful in other parts of quantum mechanics.
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## 2. THE VARIATIONAL PRINCIPLE

Here we will not restrict the Hermitian operator $H$ to having any special form, and we will only assume that we know a system of orthonormalized functions $\psi_{n}{ }^{(0)}(n=1,2, \cdots N)$, which are approximate eigenfunctions of $H$. This system may be finite or infinite, but it must not necessarily be complete. ${ }^{6}$ We will then investigate the best eigenfunctions of $H$ which can be formed by linear combinations of the given functions:

$$
\begin{equation*}
\psi=\sum_{n=1}^{N} \psi_{n}{ }^{(0)} c_{n} \tag{2}
\end{equation*}
$$

For this purpose we introduce the matrix elements of the total operator $H$ with respect to the given set:

$$
\begin{equation*}
H_{m n}=\int \psi_{n}{ }^{*(0)} H \psi_{n}{ }^{(0)} d \tau \tag{3}
\end{equation*}
$$

The coefficients $c_{n}$ can now be determined by the variational principle, which says that the integral

$$
\begin{align*}
E=\int \psi^{*} H \psi d \tau / \int & \psi^{*} \psi d \tau \\
& =\sum_{m n} c_{m}{ }^{*} H_{m n} c_{n} / \sum_{m n} c_{m}{ }^{*} \delta_{m n} c_{n} \tag{4}
\end{align*}
$$

gives an approximate value of $\mathcal{E}$, and that the best approximation is obtained when $\delta E=0$. If $E=A / B$, we have $\delta E=(\delta A-E \delta B) / B$, which, for the coefficients $c_{n}$, gives the system of linear equations:

$$
\begin{equation*}
\sum_{n=1}^{N}\left(H_{m n}-E \delta_{m n}\right) c_{n}=0, \quad m=1,2 \cdots N \tag{5}
\end{equation*}
$$

The condition for the existence of a non-trivial solution of (5) is $\operatorname{Det}\left(H_{m n}-E \delta_{m n}\right)=0$, an equation previously used by Lennard-Jones ${ }^{3}$ and by Brillouin. ${ }^{4}$ Here we will instead base our treatment directly on the linear system (5).
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## 3. A PERTURBATION FORMULA FOR THE MUTUAL INFLUENCE OF TWO CLASSES OF STATES

Let us assume that, in some definite way, we have divided the series of indices $n$ of $\psi_{n}{ }^{(0)}$ into two classes, $(A)$ and $(B)$. Let us for a moment be mainly interested in the class ( $A$ ), and let us try to derive a formula by means of which we can treat the influence of the states in (B) as a perturbation. The system (5) can be written

$$
\begin{equation*}
\left(E-H_{m m}\right) c_{m}=\sum_{n}^{A} H_{m n}{ }^{\prime} c_{n}+\sum_{n}^{B} H_{m n}{ }^{\prime} c_{n}, \tag{6}
\end{equation*}
$$

if the sign ' on a matrix means that we omit all diagonal elements, so that $H_{m n}{ }^{\prime}=H_{m n}\left(1-\delta_{m n}\right)$. Using the notation

$$
\begin{equation*}
h_{m n}=H_{m n} /\left(E-H_{m m}\right), \tag{7}
\end{equation*}
$$

we get then

$$
\begin{equation*}
c_{m}=\sum_{n}^{A} h_{m n} c_{n}+\sum_{n}^{B} h_{m n}{ }^{\prime} c_{n} \tag{8}
\end{equation*}
$$

We will now eliminate the states in the class $(B)$ by a process of iteration, expressing the coefficients $c$ in all sums exclusively over $B$ by the formula (8) itself. In this way we obtain the formal expansion
$c_{m}=\sum_{n}^{A}\left(h_{m n}{ }^{\prime}+\sum_{\alpha}^{B} h_{m \alpha}{ }^{\prime} h_{\alpha n}{ }^{\prime}+\sum_{\alpha \beta}^{B} h_{m \alpha}{ }^{\prime} h_{\alpha \beta}{ }^{\prime} h_{\beta n}{ }^{\prime}+\cdots\right) c_{n}$.
Introducing the new notation

$$
\begin{align*}
& U_{m n}^{A}=H_{m n}+\sum_{\alpha}^{B} \frac{H_{m \alpha}^{\prime} H_{\alpha n}^{\prime}}{E-H_{\alpha \alpha}} \\
& \quad+\sum_{\alpha \beta}^{B} \frac{H_{m \alpha}^{\prime} H_{\alpha \beta}^{\prime} H_{\beta n}^{\prime}}{\left(E-H_{\alpha \alpha}\right)\left(E-H_{\beta \beta}\right)}+\cdots \tag{10}
\end{align*}
$$

we get

$$
\begin{equation*}
c_{m}=\sum_{n}^{A} \frac{U_{m n}-H_{m n} \delta_{m n}}{E-H_{m m}} c_{n} . \tag{11}
\end{equation*}
$$

For the two cases of $m$ in $(A)$ or ( $B$ ), we have, therefore, the two basic formulas

$$
\begin{cases}\sum_{n}^{A}\left(U_{m n}{ }^{A}-E \delta_{m n}\right) c_{n}=0, & m \text { in }(A)  \tag{12}\\ c_{m}=\sum_{n}^{A} \frac{U_{m n}^{A}}{E-H_{m m}} c_{n}, & m \text { in }(B)\end{cases}
$$

The first formula is formally identical to (5), but it is limited only to the class (A). This gives the theorem:

An eigenvalue problem (5) with respect to a system of states belonging to two classes, (A) and ( $B$ ), can be reduced only to the class ( $A$ ), if the matrix elements $H_{m n}$ are replaced by the elements $U_{m n}{ }^{4}$, where the influence of the class ( $B$ ) is taken into account by expansion (10).

When the coefficients $c_{n}$ belonging to $(A)$ have been determined, we get the coefficients $c_{n}$ belonging to ( $B$ ) according to (13).

We note that series (10) is here only formally derived and that, when the series is interrupted after a finite number of terms, there is a remainder containing sums exclusively over ( $B$ ). A necessary condition for the validity of (10) is therefore that, for the value of $E$ under consideration and for $m$ and $n$ in ( $B$ ), the matrix elements $h_{m n}{ }^{\prime}$ are small in comparison to the unity:

$$
\begin{equation*}
\left|H_{m n}{ }^{\prime} /\left(E-H_{m m}\right)\right| \ll 1 . \tag{14}
\end{equation*}
$$

The problem of the convergency of (10) remains still to be investigated.

Matrix elements of the type (10), where the summation is carried out only over a restricted number of states, have previously been considered by Feenberg ${ }^{7}$ in his perturbation formulas without repetitive elements. It may be noted that even his formulas can simply be derived by using (5), as has been shown by Feshbach. ${ }^{5}$ Here we will now consider some special cases of (10), (12), and (13) in greater detail.

## (i) $(A)=$ Single Nondegenerate State $k$

In the case the whole class (A) consists of a single nondegenerate state, the whole system (5) is reduced to a single term, and the secular equation takes the form

$$
\begin{equation*}
U_{k k}^{k}-E=0 . \tag{15}
\end{equation*}
$$

According to (10) this gives for our approximate eigenvalue $E=E_{k}$

$$
\begin{align*}
E=U_{k k^{k}=}=H_{k k} & +\sum_{\alpha \neq k} \frac{H_{k \alpha}^{\prime} H_{\alpha k}^{\prime}}{E-H_{\alpha \alpha}} \\
& +\sum_{\alpha, \beta \neq k} \frac{H_{k \alpha}^{\prime} H_{\alpha \beta} H^{\prime} H_{\beta k}^{\prime}}{\left(E-H_{\alpha \alpha}\right)\left(E-H_{\beta \beta}\right)}+\cdots \tag{16}
\end{align*}
$$

This formula was first derived in another way by Brillouin, ${ }^{4}$ and we note that $E$ can be computed by iteration. If we introduce the conventional form $H=H_{0}+V$, we have

$$
H_{m n}=\left\{\begin{array}{lll}
H_{m m}{ }^{(0)}+V_{m m} & \text { for } & m=n  \tag{17}\\
V_{m n} & \text { for } & m \neq n
\end{array}\right.
$$

Putting these expressions into (16), using iteration, and developing the right-hand member in a powerseries in $V_{m n}$, we obtain the well-known perturbation formulas first given by Schrödinger. ${ }^{1}$ In this way not only the first- and second-order terms but even the thirdand fourth-order terms ${ }^{8}$ can be easily derived. However, we note that in general it has been recommended

[^2]to use formula (16) instead of the original Schrödinger formula, since (16) is simpler and seems to have better convergence properties. Equation (13) gives directly the best form of the corresponding eigenfunction.

## (ii) $(A)=$ Class of Degenerate States

Let us now consider the case that the eigenvalue problem (1) shows a degeneracy. This means here that a class of diagonal elements $H_{k k}$ are exactly or almost the same, i.e.,

$$
\begin{equation*}
H_{k k} \approx E_{A} \tag{18}
\end{equation*}
$$

but for quantities of the first or higher orders. In the conventional theory it is recommended to treat the degeneracy by performing linear transformations of the approximate wave functions $\psi_{n}{ }^{(0)}$ in such a way that the matrix $H$ becomes diagonal with respect to the class of degenerate states, whereafter the ordinary perturbation formulas can be applied. This means that


Fig. 1. Form of the matrix.
one first removes the degeneracy and then treats the perturbation problem. This theoretically simple procedure can often be rather complicated in the applications, ${ }^{9}$ and considerable simplifications have therefore been worked out by Van Vleck. ${ }^{10}$

The general process described in this paper gives another method of treating the degeneracy in a very simple and natural way. It takes things in the reverse order: first the perturbation problem, i.e., the influence of the states not belonging to the degenerate class under consideration, is treated according to formula (10), and then the degeneracy is rehoved by solving the secular equation corresponding to the system (12). For the latter step only algebraic methods are, in general, available. The coefficients $c_{n}$ for the states in (A) are

[^3]determined from the linear system (12), and, finally, the remaining coefficients are found by using (13).
The second-order approximation takes a particularly simple form in the method given here. According to (18) we have $E \approx E_{A}$, but for quantities of the first and higher orders, and in the second-order approximation, (10) gives therefore
\[

$$
\begin{equation*}
U_{m n}{ }^{A}=H_{m n}+\sum_{\alpha}^{B} \frac{H_{m \alpha}^{\prime} H_{\alpha n}{ }^{\prime}}{E_{A}-H_{\alpha \alpha}} \tag{19}
\end{equation*}
$$

\]

Since all these matrix elements are numerically given, the secular equation corresponding to (12) can be directly solved without any iterations. We have applied this method to the treatment of the one-electron wave functions in the MO-LCAO-theory of conjugated organic compounds; the results will be published elsewhere.

## (iii) $(A)=$ Class of Arbitrary States

Let us for a moment assume that the system has naturally or arbitrarily been divided into two classes, $(A)$ and $(B)$, and that $k$ is a nondegenerate state in (A). According to (10) we can first eliminate the system ( $B$ ), and using (16) we can then solve the perturbation problem (12). For the approximate eigenvalue $E=E_{k}$ we get in this way

$$
\begin{align*}
E=U_{k k}{ }^{A}+\sum_{\alpha \neq k}^{A} & \frac{U_{k \alpha}{ }^{A} U_{\alpha k}{ }^{A}}{E-U_{\alpha \alpha}{ }^{A}} \\
& +\sum_{\alpha \beta \neq k}^{A} \frac{U_{k \alpha^{A}} U_{\alpha \beta}{ }^{A} U_{\beta k^{A}}{ }^{A}}{\left(E-U_{\alpha \alpha^{A}}\right)\left(E-U_{\beta \beta^{A}}\right)}+\cdots . \tag{20}
\end{align*}
$$

Since the result must be the same as in (16), formula (20) gives one of the possible ways of regrouping the terms in (16); compare reference 7.
Finally we will treat the case that our system naturally consists of two independent parts $(A)$ and ( $B$ ) in mutual interaction. We will assume that the wave functions $\psi_{n}{ }^{(0)}$ have been chosen in such a way that the matrix $H$ is diagonal with respect to $(A)$ and $(B)$, respectively (see Fig. 1). Since the elements $H_{\alpha \beta}{ }^{\prime}$, for $\alpha$ and $\beta$ both in ( $B$ ), are then vanishing, the expansion (10) reduces exactly to its first two terms:

$$
\begin{equation*}
U_{m n}^{A}=H_{m n}+\sum_{\alpha}^{B} \frac{H_{m \alpha}^{\prime} H_{\alpha n}^{\prime}}{E-H_{\alpha \alpha}} \tag{21}
\end{equation*}
$$

It is also easily checked that the remainder in (9) vanishes.
As an application we will consider a problem in the MO-LCAO-theory of conjugated compounds, let us say a mono-substituted benzene. Let $H$ be the one-electron Hamiltonian for the $\pi$-electrons and let $\psi$ be the MO formed by LCAO from the six benzene $\pi$-orbitals
$\psi_{1}{ }^{(0)}, \psi_{2}{ }^{(0)}, \cdots \psi_{6}{ }^{(0)}$, and the $\pi$-orbital $\psi_{7}{ }^{(0)}$ of the substituent. The matrix $H$ has then the form:

$$
H=\left|\begin{array}{cccc}
H_{11} & 0 & \cdot & \\
0 & H_{22} & \cdot & \\
\cdot & \cdot & H_{33} & \mid H_{17} \\
& & \cdot & \mid H_{37} \\
& & \cdot & \vdots \\
\overline{H_{71}} & -\overline{H_{72}} & -\overline{H_{73}} \cdots \cdots & \cdot \\
H_{76} & \frac{H_{67}}{H_{77}}
\end{array}\right|
$$

The secular equation has been treated in the first approximation in the wave functions by Sklar ${ }^{11}$ and by Herzfeld, ${ }^{12}$ and recently Matsen, ${ }^{13}$ using conventional perturbation theory, has shown that, for instance, $E_{7}$ is given by:

$$
\begin{equation*}
E_{7}=H_{77}+\sum_{i=1}^{6} \frac{\left|H_{7 i}\right|^{2}}{H_{77}-H_{i i}} \tag{22}
\end{equation*}
$$

This perturbation theory breaks down when $H_{77}$ is close in value to any of the $H_{i 2} .{ }^{14}$

However, if we here apply formula (10) to a class $(A)$ consisting of the only state 7 , we get directly with-
out any approximation:

$$
\begin{equation*}
E=H_{77}+\sum_{i=1}^{6} \frac{H_{7 i} H_{i 7}}{E-H_{i i}} \tag{23}
\end{equation*}
$$

a formula which holds even when (22) breaks down. The energy $E$ can be found by iteration, and we note that even the derivatives of $E$, which are of importance, e.g., in calculating the charge distribution, can be found by implicit derivation. This example shows that the methods developed here may be useful in the theory of molecules.
Since Eq. (23) must be exactly contained in the secular equation $\operatorname{Det}\left(H_{m n}-E \delta_{m n}\right)=0$, there must exist a more elementary way of finding this relation from the determinant itself. This problem will be treated in the next section.

## 4. THE CONNECTION WITH THE THEORY OF BORDERED DETERMINANTS

In the previous section we have treated problems which are closely connected with the theory of bordered determinants. Recently Dewar ${ }^{15}$ has given some useful transformations of determinants $\operatorname{Det}(H-E \cdot 1)$ when $H$ has the same form as in Fig. 1. However, the general formula for the expansion of a bordered determinant was given already 1896 by Arnaldi. ${ }^{16}$ According to this formula, ${ }^{17}$ we obtain directly

$$
\begin{align*}
& \left\{\begin{array}{c} 
\\
1-\sum_{r}^{A} \sum_{s}^{B} \frac{\left|H_{r s}\right|^{2}}{\left(E-H_{r r}\right)\left(E-H_{s s}\right)}+\sum_{r_{1} r_{2}}^{A} \sum_{s_{18} \varepsilon_{2}}^{B} \frac{\| H_{r_{1} s_{1}} H_{r_{1} s_{2}}}{\left(E-H_{r_{1} r_{1}}\right)\left(E-H_{r_{2} r_{2}}\right)\left(E-H_{s_{1 s_{1}}}\right)\left(E-H_{s_{2} s_{2}}\right)}-\cdots
\end{array}\right. \\
& \left.+(-1)^{p} \sum_{r_{1} r_{2} \cdots r_{p}}^{A} \sum_{s_{1} s_{2} \cdots s_{p}}^{B} \frac{\left\|\begin{array}{lll}
H_{r_{1} s_{1}} & H_{r_{1} s_{2}} \cdots & H_{r_{1} s_{p}} \\
H_{r_{2 s_{1}}} & H_{r_{2 s_{2}}} \cdots & H_{r_{2} s_{p}} \\
\cdots & \cdots & \cdots \\
H_{r_{p} s_{1}} & H_{\tau_{p} s_{2}} \cdots & H_{r_{p} s_{p}}
\end{array}\right\|^{2}}{\left(E-H_{r_{1} r_{1}}\right)\left(E-H_{r_{2} r_{2}}\right) \cdots\left(E-H_{r_{p} r_{p} p}\right)}\right\} \text {. } \tag{24}
\end{align*}
$$
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Fig. 2. Schematic diagram of singly or tightly linked molecule parts.
with $r_{1}<r_{2}<\cdots<r_{p}$ and $s_{1}<s_{2}<\cdots<s_{p}$. Formula (24) is given for $p \leq n$, and the sign $\|\|$ means that we take the absolute value of a determinant. This relation can also be easily derived by using Laplace's expansion theorem with respect to the first $n$ rows of the given determinant. We note that our formula (23) is contained as a special case for $p=1$; compare also Dewar. ${ }^{15}$ Putting the second factor in (24) equal to zero and multiplying the relation with the factor $\left(E-H_{k k}\right)$, we get again a formula analogous to (16) and (20) but this time containing only a finite number of terms.
If our system is a molecule, the linkage between its two parts is of special interest. Let us as an example consider the one-electron wave functions. The $\mathrm{MO} \psi$ is, according to Dewar's terminology, formed by LCMO (=linear combination of molecular orbitals) from the given MO $\psi_{m}{ }^{(0)}$, which again are formed by LCAO from
the given atomic orbitals $\varphi_{\mu}$ :

$$
\begin{equation*}
\psi_{m}^{(0)}=\sum_{\mu} \varphi_{\mu} a_{\mu m} . \tag{25}
\end{equation*}
$$

Introducing the matrix elements of $H$ with respect to this AO,

$$
\begin{equation*}
\mathfrak{W}_{\mu \nu}=\int \varphi_{\mu}{ }^{*} H \varphi_{\nu} d \tau \tag{26}
\end{equation*}
$$

we get directly

$$
\begin{equation*}
H_{m n}=\sum_{\mu \nu} a_{m \mu}+\oint_{\mu \nu} a_{v n} \tag{27}
\end{equation*}
$$

or

$$
\begin{equation*}
H=a \dagger \mathfrak{y} a . \tag{28}
\end{equation*}
$$

The last relation gives the MO-matrix $H$ expressed in the AO-matrix $\mathfrak{5}$.
With respect to the atoms, the molecule may now consist of two natural parts ( $\mathfrak{H}$ ) and ( $\mathfrak{F}$ ), which may be separated or which may have atoms in common (see Fig. 2). From the AO in ( $\mathfrak{U}$ ) we will build up the MO in class $(A)$ in such a way that the operator $H$ will be diagonalized; from the AO in (B) we will then form the MO in class $(B)$ in the same way. $\dagger$ We will further introduce linkage classes $L_{\Re}$ and $L_{\mathfrak{B}}$ by the definition that an $\mathrm{AO} \varphi_{\mu}$ in ( $\mathfrak{H}$ ) belongs to $L_{\mathfrak{r}}$ if, for at least one $\mathrm{AO} \varphi_{\nu}$ in ( $\mathfrak{B}$ ), the matrix element $\mathfrak{S}_{\mu \nu}$ in (26) is essentially different from zero; the class $L \mathfrak{B}$ is defined analogously.

Using a well-known theorem, we can now expand the determinants in (24) in sums of products of determinants of the three factors in (27):

$$
\begin{aligned}
& \left|\begin{array}{lll}
H_{r_{1} s_{1}} & H_{r_{1} s_{2}} \cdots & H_{r_{1} s_{k}} \\
H_{r_{2} s_{1}} & H_{r_{2}} \cdots & H_{r_{2} s_{k}} \\
\cdots \cdot & \cdots & \cdots \\
H_{r_{k} s_{1}} & H_{r_{k} s_{2}} & \cdots \\
H_{r_{k} s_{k}}
\end{array}\right|
\end{aligned}
$$

where $\mu_{1}<\mu_{2}<\cdots<\mu_{k}$ and $\nu_{1}<\nu_{2}<\cdots \nu_{k}$. The terms in (24) can now be factorized, and, introducing the notations
we can write the determinant $D$ in the left-hand side of (24) in the form

[^5]

If the linkage between $(\mathfrak{H})$ and $(\mathfrak{B})$ is of a simple type, this expansion will reduce to a few terms. Formula (31) may be considered as a generalization of the formulas given by Dewar. ${ }^{15}$ We note that if the coefficients $c_{n}$ for the class ( $A$ ) have been determined, we get directly the coefficients for the class ( $B$ ) according to (13) and (21):

$$
\begin{equation*}
c_{m}=\sum_{n}^{A} \frac{H_{m n}}{E-H_{m m}} c_{n} . \tag{32}
\end{equation*}
$$

The example treated here is concerned with the oneelectron wave functions, but we wish to emphasize that the general perturbation theory, contained in the formulas (10), (12), and (13), even can be applied to the molecular wave functions.

In conclusion, we wish to remark that, even if the methods described here were partly known previously in connection with special problems, for instance in the radiation theory given by Gora, ${ }^{5}$ a general treatment has not yet been published. We have given not only a simple derivation of the conventional perturbation theory, but also a new treatment of the problem of degeneracy and of the general problem of splitting the secular equation.
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## APPENDIX. SYMBOLIC DERIVATION OF THE BASIC FORMULAS

The right-hand member of (9) is simply a geometrical series in the matrix $h^{\prime}$ belonging to the class ( $B$ ), and it is therefore easy
to give a sufficient condition for its convergency. ${ }^{18}$ The form of the series also indicates that there might exist another simple derivation, and here we will therefore try to give a more direct derivation of (9) by using operator calculus and symbolic expansions. ${ }^{19}$
In order to separate the secular equation $H c=E c$ into two parts, we write the quadratic matrix $H$ and the column matrix $c$ in the form

$$
H=\left[\begin{array}{cc}
A & \beta  \tag{33}\\
\beta^{*} & B
\end{array}\right], \quad c=\left[\begin{array}{l}
a \\
b
\end{array}\right],
$$

and then we obtain

$$
\left\{\begin{align*}
A a+\beta b & =E a,  \tag{34}\\
\beta^{*} a+B b & =E b .
\end{align*}\right.
$$

Solving $b$ from the latter equation, we get

$$
\begin{equation*}
b=\frac{1}{E-B} \beta^{*} a, \tag{35}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(A+\beta \frac{1}{E-B} \beta^{*}\right)^{a=E a} . \tag{36}
\end{equation*}
$$

If we confine the indices of $U^{A}$ to the class $(A)$, we have therefore

$$
\begin{gather*}
U^{A} a=E a  \tag{37}\\
U^{A}=A+\beta \frac{1}{E-B} \beta^{*} . \tag{38}
\end{gather*}
$$

It is now immediately seen how the geometrical series in (9) arises. Dividing $B$ in its diagonal and nondiagonal parts, $B_{d}$ and $B^{\prime}$, and expanding $\left(E-B_{d}-B^{\prime}\right)^{-1}$ in a power series in $B^{\prime}$, we obtain

$$
\begin{equation*}
U^{A}=A+\beta \frac{1}{E-B_{d}} \beta^{*}+\beta \frac{1}{E-B_{d}} B^{\prime} \frac{1}{E-B_{d}} \beta^{*}+\cdots \tag{39}
\end{equation*}
$$

which is nothing but (9). Equation (37) gives then (12), and Eq. (35) gives (13). In this way all our basic formulas are derived.
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