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Preface

On deciding to write this book, I had two main worries; firstly, what audience

it would reach and secondly, to avoid as far as possible overlaps with other

excellent texts already existing in the literature.

Regarding the first issue I have noticed, when discussing with colleagues,

supervising students or teaching courses on the subject, that there is a gap

between the standard knowledge of the conventional areas of physics and

the way macroscopic quantum phenomena and quantum dissipation are pre-

sented to the reader. Usually, they are introduced through phenomenological

equations of motion for the appropriate dynamical variables involved in the

problem which, if one neglects dissipative effects, are quantized by canonical

methods. The resulting physics is then interpreted by borrowing concepts of

the basic areas involved in the problem - which are not necessarily familiar

to a general readership - and adapted to the particular situation being dealt

with. The so-called macroscopic quantum effects arise when the dynamical

variable of interest, which is to be treated as a genuine quantum variable,

refers to the collective behavior of an enourmous number of microscopic

(atomic or molecular) constituents. Therefore, if we want it to be appreci-

ated even by more experienced researchers, some general background of the

basic physics involved in the problem must be provided.

In order to fulfill this gap, I decided to start the presentation of the book

by introducing some very general background on subjects which are emblem-

atic of macroscopic quantum phenomena: magnetism and superconductivity.

Although I wanted to avoid the presentation of the basic phenomenologi-

cal equations of motion as the starting point to treat the problem, I did

not want to waste time developing long sections on the microsocopic theory

of those areas since it would inevitably offset the attention of the reader.

Therefore, my choice was to develop this required basic knowledge through

the phenomenological theories of magnetism and superconductivity already
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accessible to a senior undergraduate student. Microscopic details have been

avoided most of the time, and only in a few situations are these concepts

(for example, exchange interaction or Cooper pairing) employed in order to

ease the understanding of the introduction of some phenomenological terms

when necessary. In so doing, I hope to have given the general reader the tools

required to perceive the physical reasoning behind the so-called macroscopic

quantum phenomena.

Once this has been done, the next goal is the treatment of these quantum

mechanical systems (or the effects which appear therein) in the presence of

dissipation. Here too, a semi-empirical method is used through the adop-

tion of the now quite popular “system-plus-reservoir” approach where the

reservoir is composed of a set on non-interacting oscillators distributed in

accordance with a given spectral function. Once again this is done with the

aim of avoiding encumbering the study of dissipation through sophisticated

many-body methods applied to a specific situation for which we may know

(at least in principle) the basic interactions between the variable of interest

and the remaining degrees of freedom considered as the environment. The

quantization of the composite system is now possible, and the harmonic vari-

ables of the environment can be properly traced out of the full dynamics,

resulting in the time evolution of the reduced density operator of the system

of interest only.

At this point there are alternative ways to implement this procedure. The

community working with superconducting devices, in particular, tends to

use path integral methods, whereas researchers from quantum optics and

stochastic processes usually employ master equations. As the former can be

applied to underdamped as well as overdamped systems and its extension to

imaginary times has been tested successfully in tunneling problems, I have

chosen to adopt it. However, since this subject is not so widely taught in

compulsory physics courses, not many researchers are familiar with it and,

therefore, I decided to include some basic material as guidance for those who

know little or nothing about path integrals.

Now let me elaborate a bit on the issue of the overlap with other books.

By the very nature of a book itself, it is almost impossible to write one

without overlaps with previously written material. Nevertheless, in this par-

ticular case, I think I have partially succeeded in doing so because of the

introductory material already mentioned above and also due to the subjects

I have chosen to cover. Although at least half of them are by now standard

problems of quantum dissipation and also covered in other books (for exam-

ple, in the excellent books of U. Weiss or H. P. Breuer and F. Petruccione),

those texts are mostly focused on a given number of topics and some equally
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important material is left out. This is the case, for instance, with alternative

models for the reservoir and its coupling to the variable of interest, and the

full treatment of quantum tunneling in field theories (with and without dis-

sipation), which is useful for dealing with quantum nucleation and related

problems in macroscopic systems at very low temperatures. These issues

have been addressed in the present book.

The inclusion of the introductory material on magnetism, superconduc-

tivity, path integrals, and more clearly gives this book a certain degree of

selfcontainment. However, the reader should be warned that, as usual, many

subjects have been left out as in any other book. I have tried to call the at-

tention of the reader whenever it is not my intention to pursue a given topic

or extension thereof any further. In such cases, a list of pertinent references

on the subject is provided, and as a general policy I have tried to keep as

close as possible to the notation used in the complementary material of other

authors in order to save the reader some extra work.

In conclusion, I think that this book can be easily followed by senior under-

graduate students, graduate students, and reserchers in physics, chemistry,

mathematics, and engineering who are familiar with quantum mechanics,

electromagnetism, and statistical physics at the undergraduate level.

There are a few people and institutions whose direct or indirect support

to the elaboration of this book should be acknowledged.

Initially, I must thank F. B. de Brito and A. J. Madureira for having

helped me with the typesetting of an early version of some lecture notes

which have become the seed for this book. I thank the former also for helpful

discussions and insistence that I should write a book on this subject.

The original lecture notes were enlarged slightly when I taught a course

entitled “Macroscopic Quantum Phenomena and Quantum Dissipation” as a

Kramers Professor at the Institute for Theoretical Physics of the University

of Utrecht, the Netherlands, whose kind hospitality is greatly acknowledged.

The project of transforming those lecture notes into a book actually

started in 2010, and two particular periods were very important in this

respect. For those, I thank Dionys Baeriswyl and A. H. Castro Neto for the

delightful time I had at the University of Fribourg, Switzerland, and Boston

University, USA, respectively, where parts of this book were written. I must

also mention very fruitful discussions with Matt LaHaye, Britton Plourde,

and M. A. M. Aguiar at the late stages of elaboration of the project, and

the invaluable help of Hosana C. Oliveira in designing the cover of the book.

Finally, I wish to acknowledge support from CNPq (Conselho Nacional de

Desenvolvimento Cient́ıfico e Tecnológico) and FAPESP (Fundação de Am-

paro à Pesquisa no Estado de São Paulo) through the “Instituto Nacional
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de Ciência e Tecnologia em Informação Quântica” from 2010 onwards.

Amir O. Caldeira

Campinas, June 2013
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Introduction

Since its very beginning, quantum mechanics has been developed for dealing

with systems on the atomic or sub-atomic scale. For many decades, there has

been no reason for thinking about its application to macroscopic systems.

Actually, macroscopic objects have even been used to show how bizarre

quantum effects would appear if quantum mechanics were applied beyond its

original realm. This is, for example, the essence of the so-called Schrödinger

cat paradox (Schrödinger, 1935). However, due to recent advances in the

design of systems on the meso- and nanoscopic scales, as well as on cryogenic

techniques, this situation has changed drastically. It is now quite natural to

ask whether a specific quantum effect, collectively involving a macroscopic

number of particles, could occur in these systems.

In this book it is our intention to address the quantum mechanical effects

that take place in properly chosen or built “macroscopic” systems. Start-

ing from a very näıve point of view, we could always ask what happens to

systems whose classical dynamics can be described by equations of motion

equivalent to those of particles (or fields) in a given potential (or potential

energy density). These can be represented by a generalized “coordinate”

ϕpr, tq which could either describe a field variable or a “point particle” if it

is not position dependent, ϕpr, tq “ ϕptq. If not for the presence of dissipa-

tive terms which, as we will discuss later, cause problems in the canonical

quantization procedure, these equations of motion can, in general, be derived

from a Hamiltonian which allows us, through canonical methods, to imme-

diately write down their quantum mechanical versions. Now, depending on

the structure of the potential energy of the problem, one can boldly ex-

plore any effect there would be if we were dealing with an ordinary quantum

mechanical particle.

Everything we have said so far is perfectly acceptable, at least opera-

tionally, if two specific requirements are met. Firstly, the parameters present
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in our problem must be such that any combination thereof, leading to a quan-

tity with dimensions of angular momentum (or action), is of the order of h̄.

Secondly, we must be sure that the inclusion of dissipative terms, no matter

how it is done at this stage, do not interfere greatly with the quantum effects

resulting from the former requirement.

Needless to say that, following this prescription, we are implicitly as-

suming that there is no natural limitation for the application of quantum

mechanics to any physical system. Although it does pose several conceptual

questions, we would have to propose alternative theories if we wanted to

think otherwise. So, we have chosen to rely on this hypothesis and explore

it as far as we can, not bothering, at least so openly, about questions con-

cerning the foundations of quantum mechanics, a promise obviously hard to

keep fully in such a subtle application of the quantum theory.

In a sense, we will be looking for situations where the microscopic pa-

rameters involved in the description of a given phenomenon only appear

in particular combinations which rule the dynamics a few collective macro-

scopic variables. Moreover, these resulting combinations are such that their

numerical values are comparable to those compatible with the application

of quantum mechanics to these systems. The remaining degrees of freedom

constitute what we shall call the environment, and the signature of their

existence is the presence of dissipative terms in the classical equations of

motion of the variables of interest. Therefore, it is mandatory to learn how

to include dissipative effects in quantum mechanics if we want to understand

its application to our target systems. In other words, quantum dissipation

is a natural consequence of the study of macroscopic quantum phenomena.

There are many systems that fullfil our requirements to display quan-

tum effects at the macroscopic level. Unfortunately, they are not very tiny

marbles tunneling cross a wall but rather a somewhat more subtle varia-

tion thereof. Usually they are magnetic or superconducting samples of re-

duced dimensions subject to very low temperatures. Although these are not

the only examples we could mention, they will be the ones elected as our

favourite throughout this book. Magnetic systems provide us with quantum

effects that, on top of being experimentally realizable, are easier to interpret

whereas superconductors (in particular, superconducting devices) are those

systems where the search for quantum effects at the macroscopic level really

started and also present the most reliable tests of their existence.

Regarding superconducting devices, we have chosen to deal with current

biased Josephson junctions (CBJJs), superconducting quantum interference

devices (SQUIDs) and Cooper pair boxes (CPBs), and investigate the quan-

tum mechanics of the corresponding dynamical variables of interest. We
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realize that their behavior may also be viewed as a manifestation of genuine

quantum mechanical effects as applied to macroscopic bodies. Accordingly,

the difficulty of perfect isolation of our tiny (but still macroscopic) devices

brings dissipative effects into play which forces us to search for a systematic

treatment of the influence of damping on many different quantum mechani-

cal phenomena. It will be shown that this environmental influence tends to

inhibit the occurrence of quantum effects on the macroscopic level in the

great majority of cases.

However, it is not only this fundamental aspect of the subject that attracts

the attention of the scientific community to these systems. Since under spe-

cific conditions the behavior of some of these devices is well mimicked by a

two-state system dynamics they can be regarded as qubits. Therefore, the

hope of controlling the destructive influence of dissipation on complex net-

works using our devices as their basic elements raises expectation toward the

fabrication of quantum computers where the new qubits could be accessed

by ordinary electronic circuitry.

We have organized the chapters in the following way. We start by in-

troducing some basic concepts on the phenomenology of magnetism and

superconductivity in chapters 2 and 3, respectively, in order to give the

reader some background material to understand the specific physical situa-

tions where macroscopic quantum phenomena can take place in each of these

areas. Nucleation problems, vortex and wall dynamics and device physics are

all analyzed within the quantum mechanical context.

In chapter 4 we review the classical theory of Brownian motion in order to

show the reader how the physics of those systems can be understood if they

obey classical mechanics. Then, we develop the general approach for the

quantum mechanics of non-isolated systems, the system-plus-reservoir ap-

proach, and establish the general program to be followed from then onwards.

Once this has been done, we argue, in chapters 5 and 6, in favor of semi-

empirical approaches for treating the so-called dissipative quantum systems

and introduce a few models for the reservoir coupled to the system of in-

terest. In particular, we introduce what we call the minimal model where

the system of interest is coupled to a set of non-interacting harmonic oscil-

lators through a coordinate-coordinate interaction Hamiltonian. We impose

the conditions under which the specific coupling we have chosen allows us

to reproduce the expected dynamics of the system in the classical limit and

study the quantum mechanics of this composite system. From this study

we are able to describe the influence of the environment on the quantum

dynamics of the system of interest solely in terms of the phenomenological
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constants present in the classical dynamics of that system. The way to deal

with the same effect with regard to the equilibrium state of the system of

interest is also addressed in chapter 6 for the specific case of the minimal

model. We should stress here that although the treatment is broad enough

to cope with many different kinds of dissipative systems, we will be focusing

on the so-called “Ohmic dissipation” since it is ubiquitous in most systems

of interest to us.

Chapters 7, 8, and 9, are devoted to the application of our methods

to the dynamics of wave packets in the classically accessible region of the

phase space of the system (where a thorough analysis of decoherence is also

presented), the decay of “massive” particles and field configurations from

metastable states by quantum tunneling and coherent tunneling between

bistable states, respectively.

Finally, in chapter 10 we apply some of these results to the superconduct-

ing devices presented in this book aiming at the possibility of using them

as reliable qubits. Further applications and experimental results are briefly

analyzed in this section.

Functional methods - path integrals in particular - are at the heart of the

mathematical techniques employed throughout most of the chapters of this

book and a review of some of them is presented in the appendices.
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Elements of magnetism

Magnetic phenomena have been observed since a very long time, and by

many ancient civilizations. The very fact that a piece of magnetite, the so-

called lodestone, has the ability to attract some particular materials has been

reported in many opportunities over the centuries. Even the use of this sort of

materials for building instruments - such as compasses - to orient navigators

has been the subject of about three millennia of uncertainty (Mattis, 1988).

However, only recently have more profound and systematic studies been

performed on materials which present that kind of property, and a very

rich collection of phenomena has appeared related to them. Paramagnetism,

diamagnetism, and the ordered ferromagnetic or anti-ferromagnetic phases

of some materials are examples we could mention (Mattis, 1988; White,

2007). The lodestone itself is an example of a ferromagnetic substance which

provides us with a permanent magnetic field at room temperature.

It is an experimental fact, first observed by Pierre Curie, that many of

those materials attracted by the lodestone, which we call magnetic materials,

do not present any magnetic property if isolated from the external influence

of the latter. Actually, their static magnetic susceptibilities, which are a

measure of the response of the material to the external stimulus (see below),

behave, at sufficiently high temperatures, in the following way

χM ” lim
HÑ0

M

H
“
C

T
. (2.1)

In this expression, C is a positive constant that depends on the material

under investigation, M is the magnetization and H is the external magnetic

field, whose definitions will be given shortly. Materials presenting this sort

of behaviour are called paramagnetic.

On the contrary, there are materials whose behavior contrasts with the one
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presented above. Instead of being attracted by the external magnetic field,

they are repelled by its presence. In this case, the magnetic susceptibility

is negative and varies very slowly with temperature. This is the so-called

diamagnetism.

Finally, there is a third kind of magnetic material; those materials which

present a spontaneous magnetization even in the absence of an externally

applied field, the ferromagnetic materials. Although there can be param-

agnetic substances which keep their magnetic properties as given by (2.1)

down to zero temperature, it may happen that the magnetic susceptibil-

ity of some materials diverges at a critical temperature, TC , the so-called

Curie temperature. Below that, the material develops a spontaneous mag-

netization, MpT q, which has temperature dependence as shown in Fig. 2.1.

TC T 

M (T )

Figure 2.1 Magnetization as a function of temperature

2.1 Macroscopic Maxwell equations: the magnetic moment

In order to explain these three basic phenomena, the natural starting point

would be to analyze the macroscopic Maxwell equations (White, 2007) in a

given material medium. They read,

∇ ¨D “ 4πρ,

∇ ¨B “ 0,

∇ˆE “ ´
1

c

BB

Bt
,
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∇ˆH “
4π

c
J`

1

c

BD

Bt
, (2.2)

where E ” Epr, tq and B ” Bpr, tq refer, respectively, to averages of the

microscopic fields xepr1, tqyr and xhpr1, tqyr over a macroscopic volume ∆V

about the position r. ρ ” ρpr, tq and J ” Jpr, tq represent, respectively, the

same sort of average of the free charge and free current densities and the

fields D ” Dpr, tq and H ” Hpr, tq are defined as usual:

D “ E` 4πP,

H “ B´ 4πM, (2.3)

where P ” Ppr, tq and M ” Mpr, tq are, respectively, the polarization and

magnetization fields of the material being considered. As we are interested

in magnetic phenomena we shall mostly be discussing the role played by H

and, particularly, M.

From the obtainment of the above equations (White, 2007) one concludes

that the magnetization is actually due to the existence of the microscopic

current density Jmolpr, tq, which ultimately results from the stationary

atomic motion of the electrons. Attributing a local current density J
piq

molpr, tq

to the electronic motion about a given molecular or ionic position ri , we

can associate a magnetic moment

µiptq ” µpri, tq “
1

2c

ż

dr1pr1 ´ riq ˆ J
piq

molpr
1, tq (2.4)

to that position. From this expression and a general representation of

J
piq

molpr
1, tq in terms of µiptq itself it can be shown (White, 2007) that the

magnetization is written as

Mpr, tq “

B

ÿ

i

∆pr1 ´ riqµiptq

F

r

, (2.5)

where ∆pr1´riq is a function normalized to unity and strongly peaked about

ri. Integrating the latter expression over the whole volume of the sample,

we easily see that Mpr, tq is the total magnetic moment per unit volume.

If we consider the presence of Ne point electrons per ion (or molecule)

at positions r
piq
k relative to ri with velocities v

piq
k , the local current density

reads

J
piq

molprq “
Ne
ÿ

k“1

ev
piq
k δpr´ ri ´ r

piq
k q, (2.6)
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which we can use in (2.4) to show that

µi “
e

2mc

Ne
ÿ

k“1

r
piq
k ˆ p

piq
k “

e

2mc
Li, (2.7)

where p
piq
k “ mv

piq
k is, in the absence of an external field, the canonical

momentum of the kth electron at ri and Li ”
Ne
ř

k“1
r
piq
k ˆ p

piq
k is the total

electronic angular momentum at the same site.

Now, it is a standard example of statistical mechanics textbooks to com-

pute the total magnetization of a set of non-interacting magnetic moments

at finite temperature (see, for example, (Reif, 1965)) using as a starting

point its energy when acted on by an external field H which reads

E “ ´
ÿ

i

µi ¨H. (2.8)

As a result we find that the magnetization so obtained agrees with the

empirical form suggested by Langevin, which stated that

M “ f

ˆ

H

T

˙

, (2.9)

where f is an odd function of its argument 1. We see that for sufficiently

high temperatures, the argument of the above function is small allowing us to

replace it by the lowest-order term of its Taylor expansion. Then, evaluating

the paramagnetic static susceptibility with this expression, we see that it

obeys the Curie expression (2.1) for a material in its paramagnetic phase

and, therefore, classical physics can explain paramagnetism without any

problem.

The same does not hold if we try to explain, for example, diamagnetism

by the same token. For this, suppose we apply a constant external field H to

our sample. In this case, the expression for the magnetic moment in terms

of the angular momentum must be modified by replacing

pk Ñ pk ´
e

c
Aprkq (2.10)

in (2.7), where Aprq is the vector potential which, in the symmetric gauge,

reads

Aprq “
1

2
Hˆ r. (2.11)

1 For a classical magnetic moment this function is nµ
`

coth θ ´ 1
θ

˘

where θ “ µH
kBT

and n is the

density of magnetic moments.
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Accordingly, the Hamiltonian of the electronic system must also be replaced

by

Hp...pk, rk...q “
ÿ

k

1

2m

´

pk ´
e

c
Aprkq

¯2
` Up...rk...q, (2.12)

where Up...rk...q represents any possible interaction regarding the electronic

system.

Now one can use (2.12) in the classical Boltzmann factor to compute

the magnetization of the system at finite temperatures, as we have done

for paramagnetic materials. However, in this case, the Bohr-van Leeuwen

theorem (Ashcroft and Mermin, 1976) states that the phase space integral

which determines this quantity must vanish. In other words, there is no

classical explanation for diamagnetism and this is the first situation where

we do need quantum mechanics to deal with magnetic materials.

2.2 Quantum effects and the order parameter

Let us start the analysis of quantum mechanics applied to magnetic sys-

tems by writing the quantum mechanical form of (2.7). In order to do that

we must remember the results of the quantization of angular momentum

(Merzbacher, 1998) which tell us that the orbital angular momentum eigen-

states of the electronic motion are given by | `,m`y such that

L2| `,m`y “ `p`` 1q h̄2| `,m`y ; ` “ 0, 1, 2...

Lz| `,m`y “ m` h̄| `,m`y ; m` “ 0,˘1,˘2, ...˘ ` (2.13)

where the conventional notation L “ r ˆ p has been used and all the dy-

namical variables are now regarded as operators. Then, if we are interested

in one of the components of the magnetic moment operator, say µz, we can

rewrite the z component of (2.7) applied on | `,m`y as

µz| `,m`y “ ´m` µB| `,m`y, (2.14)

where we have used that e “ ´| e| and

µB ”
h̄| e|

2mc
“ 9.27ˆ 10´21erg ¨G´1 p or ˆ 10´24J ¨ T´1q, (2.15)

is the Bohr magneton.

However, this is not the whole story. The Zeeman effect and the Stern-

Gerlach experiment (Merzbacher, 1998) indicate that the electron itself must

carry an intrinsic magnetic moment which is related to the generator of
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rotations in a two-dimensional Hilbert space spanned by the states | s,ms y.

The eigenvalue problem associated with these generators is

S2| s,msy “ sps` 1q h̄2| s,msy ; s “
1

2

Sz| s,msy “ ms h̄| s,msy ; ms “ ˘
1

2
, (2.16)

and the relation equivalent to (2.7) now reads

µ “ ´gs
µB
h̄

S ” γgS, (2.17)

where S “ h̄σ{2, σ is a vector whose components are the well-known 2ˆ 2

Pauli matrices and gs « 2 and γg are the electron gyromagnetic factor and

ratio, respectively. Notice that γg has the same sign as the particle’s charge.

Consequently, assuming that the electron is subject to a localized potential

and an external field along the z direction, strong enough so that the energy

eigestates can be considered as |`, s,m`,msy “ |`,m`y b |s,msy, its energy

eigenvalues now read

Em`ms “ pm` ` 2msqµBH. (2.18)

For weak fields, it is more appropriate to characterize the magnetic state by

the eingenstates of the total angular momentum J “ L`S, |j, `, s,my, from

which we can write (Merzbacher, 1998; Ashcroft and Mermin, 1976)

µ “ ´gpj, l, sq
µB
h̄

J ” γjJ, (2.19)

where gpj, l, sq is the well-known Landé g-factor.

Now we can compute the statistical Boltzmann factor corresponding to the

interaction ´µ¨H and reproduce again expression (2.1) for the paramagnetic

susceptibility (for example, Ashcroft and Mermin, 1976) where the constant

C is determined in terms of the total angular momentum quantum number

j and the Bohr magneton.

2.2.1 Diamagnetism

Let us then turn to the diamagnetic phenomenon and suppose we start by

taking the quantum mechanical version of (2.12). So, if we consider the

system under the influence of an external field H we can write

Hp...pk, rk...q “
ÿ

k

p2
k

2m
` Up...rk...q `∆H, (2.20)
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where the full magnetic correction ∆H in the symmetric gauge (2.11) reads

∆H “ µBpL` 2Sq ¨H`
e2

8mc2
H2

ÿ

k

`

x2
k ` y2

k

˘

, (2.21)

with L`2S “
ř

k Lk`2Sk. Notice that the total angular momentum is not

given by this expression but by J “ L`S instead. It should be stressed that

in (2.21) we are neglecting spin-orbit terms (see subsection (2.2.2) below).

If the non-magnetic part of Hamiltonian (2.20) has eigenstates |ny and

the external field can be treated perturbatively, one finds corrections of the

order of H2 to the energy eigenvalue En (Ashcroft and Mermin, 1976):

∆En “ µBxn | pL` 2Sq ¨H |n y `
ÿ

n1‰n

|µBxn | pL` 2Sq ¨H |n1 y |2

En ´ En1

`
e2

8mc2
H2

ÿ

k

xn |x2
k ` y2

k |n y, (2.22)

from which we see that the paramagnetic effects are dominant for small fields

whenever xL y or xS y ‰ 0. However, for a system with filled atomic shells,

its ground state | 0 y is such that (Ashcroft and Mermin, 1976), L | 0 y “

S | 0 y “ J | 0 y “ 0, and only the last term survives in (2.22). Therefore,

using that

µ “ ´
BE

BH
(2.23)

we can compute the magnetic susceptibility as (Ashcroft and Mermin, 1976)

χM “ ´
N

V

B2∆E0

BH2
“ ´

Ne2

6mc2V
x 0 |

ÿ

k

r2
k | 0 y, (2.24)

which explains the formation of a magnetization contrary to the applied field

and consequently why the diamagnetic material is repelled by the source of

that field.

2.2.2 Curie-Weiss theory: ferromagnetism

Let us now digress a little bit to introduce the phenomenological theory of

Curie and Weiss for ferromagnetism.

As we have anticipated before, there are materials which present spon-

taneous magnetization even in the absence of an externally applied mag-

netic field. Without knowing what sort of microscopic mechanism would

be responsible for the electric and magnetic properties of these materials,
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Pierre-Ernest Weiss established that each atom, ion or molecule of the sys-

tem would feel, in addition to an external field, the so-called molecular field,

which would be affected by the presence of all the other component particles

of the material and proportional to the magnetization at that point. In this

way he proposed a modification of the Langevin expression (2.9) which reads

M “ f

ˆ

H `NM

T

˙

. (2.25)

Measurements of the factor N showed that for ferromagnetic materials it

was extremely high and could not be explained by any classical mechanism.

For example, if we attributed the existence of N to the demagnetizing ef-

fect due to the presence of fictitious magnetic poles on the surface of the

ferromagnetic sample (see below), its value would be negative and not large.

The expansion of (2.25) for high temperatures would then give us

M “ C
H `NM

T
ñ M “

CH

T ´ CN
, (2.26)

from which we get the magnetic susceptibility

χM “
C

T ´ TC
; (2.27)

where the Curie temperature, TC ” CN, is the temperature at which the

susceptibility diverges. For T ąą TC we clearly recover the Curie paramag-

netic susceptibility (2.1).

For low temperatures (2.26) is no longer valid and we would need to have

the specific form of f to solve (2.25) forM . In particular, forH “ 0, we would

find a monotonically decreasing function of temperature,MpT q, which would

vanish at T “ TC in order to agree with the experimental results (see Fig.

2.1). Moreover, due to the abnormally high value of N, finite external field

effects would be very small for fieldsH ăă HCpT q whereHCpT q “ ´NMpT q

is the field which destroys the spontaneous magnetization of the sample. The

question to be answered here is then, why is the value of N so high?

This is again an effect that can only be understood within the scope

of quantum mechanics. The main mechanism responsible for the appear-

ance of such a term, is the so-called direct exchange (Mattis, 1988; White,

2007; Merzbacher, 1998). This is basically due to the fact that, because the

states of a many electron system are Slater determinants of the spatial wave

functions multiplied by the spin states of single electrons at given occupied

orbitals, the average Coulomb interaction energy between any two of them

presents a term without classical analogue, which is known in the literature
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as the exchange integral. In contrast to the direct Coulomb interaction term

Kij ” x ij |V | ij y “

ż

dr

ż

dr1 |φiprq|
2 e2

|r´ r1|
|φjpr

1q|2, (2.28)

which is always present and has a clear classical analogue, the exchange term

reads

J̃ij ” x ij |V | ji y “

ż

dr

ż

dr1 φ˚i prqφ
˚
j pr

1q
e2

|r´ r1|
φipr

1qφjprq, (2.29)

and results from the indistinguishability of the particles we are considering.

The particular case of only two electrons occupying the lowest localized

energy levels described by the orbitals φiprq ” φpr´riq and φjprq ” φpr´rjq,

about positions ri and rj , respectively, can be studied in the basis generated

by the Slater determinants (White, 2007)
ˇ

ˇ

ˇ

ˇ

φipr1qαp1q φipr2qβp2q

φjpr1qαp1q φjpr2qβp2q

ˇ

ˇ

ˇ

ˇ

, (2.30)

where αpnq and βpnq represent the components of the spin of particle n “ 1, 2

along the two-dimensional states

| Òy ”

ˆ

1

0

˙

or | Óy ”

ˆ

0

1

˙

. (2.31)

This basis has four states, t|ψ1y, |ψ2y, |ψ3y, |ψ4yu corresponding to the pos-

sibilities |αβy “ | Ò Òy, | Ò Óy, | Ó Òy, | Ó Óy, in which our model Hamiltonian

can be represented as

H “

¨

˚

˚

˝

Eij ´ J̃ij 0 0 0

0 Eij ´J̃ij 0

0 ´J̃ij Eij 0

0 0 0 Eij ´ J̃ij

˛

‹

‹

‚

, (2.32)

with Eij ” Ei ` Ej ` Kij . Rewriting the above equation as an explicit

representation of the direct product of the two dimensional spin subspaces

of particles 1 and 2 (White, 2007), we have

H “
1

4
pEs ` Etq ´

1

4
pEs ´ Etqσi ¨ σj , (2.33)

where Es{t “ Ei ` Ej ` Kij ˘ J̃ij are the eigenenergies corresponding, re-

spectively, to the singlet

|0, 0y “
| ÒÓy ´ | ÓÒy

?
2

, (2.34)
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and triplet

|1, 1y “ | ÒÒy, |1, 0y “
| ÒÓy ` | ÓÒy

?
2

and |1,´1y “ | ÓÓy, (2.35)

eingenstates of the problem. The states on the lhs of (2.34, 2.35) are the

eigenstates |S, Sz y of the total angular momentum operator, S “ S1 ` S2,

of the system (Merzbacher, 1998). Using the explicit forms of Es{t defined

below (2.33) we can finally rewrite it, apart from a constant value, as

H “ ´J̃σi ¨ σj , (2.36)

where J̃ is proportional to the exchange integral (2.29).

Therefore, we see that it is possible to write the exchange energy, in ap-

propriate units, as the product of spin operators Si ¨Sj of each particle and,

depending on the sign of the exchange integral, they can be either parallel or

anti-parallel to one another. In other words, they can have a ferromagnetic

or anti-ferromagnetic interaction.

Actually, the reasoning presented here can be also applied, for example, to

the case of Ne electrons which occupy the same number of orthogonal local-

ized orbitals φpr´ rnq. It can be shown that, within first order perturbation

theory, the effective Hamiltonian of this problem (White, 2007; Merzbacher,

1998) can also be written as

H “ ´
ÿ

ij

Jij Si ¨ Sj , (2.37)

where i and j refer the different sites and we have defined Jij ” J̃ij{h̄
2. More-

over, since the exchange integrals are strongly dependent on the overlap of

the localized orbitals, the main contribution to (2.37) comes from neigh-

bouring sites which means that the summation must be performed over

i and j referring to nearest neighbours only. This is the famous Heisenberg

Hamiltonian.

It is the Hamiltonian (2.37) which allows us to obtain a spontaneous

magnetization for a ferromagnetic sample. If we have a positive exchange

integral, the ground state of the system will tend to have all spins aligned in

the same direction. We can also study, at least approximately, the statistical

mechanics of this system and, if the temperature is not high enough, con-

clude there will not be enough thermal fluctuations to completely destroy

this state. In the anti-ferromagnetic case (negative exchange integral), the

tendency is to have the neighbouring spins pointing in opposite directions,

which results in a vanishing total magnetization but in a finite so-called stag-

gered magnetization. In this case the system can be viewed as two distinct
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interpenetrating sub-lattices, A and B, each with finite but opposite mag-

netizations. The staggered magnetization turns out to be twice the value of

the magnetization of one of these sub-lattices and is given by

MS “ MA ´MB, (2.38)

where MA “ ´MB.

In any case, the average value of the spin at a given site will depend on the

neighbouring spins and, moreover, since the exchange integral has a purely

electrostatic origin, its value is by no means smaller than the direct Coulomb

interaction between the electrons. These results clearly corroborate the phe-

nomenological approach proposed by Curie and Weiss for ferromagnetism.

Before extending our discussion towards the construction of a general phe-

nomenological theory for the magnetization of a given magnetic system, let

us briefly mention a couple of other equally important microscopic interac-

tions which justify the inclusion of more terms in our future theory.

In treating the relativistic electron theory, we have to deal with the Dirac

equation (see, for example, (Bjorken and Drell, 1964)) which, when expanded

in powers of E{mc2, gives rise to separate equations for positive and nega-

tive energy spinors which contain terms like the non-relativistic kinetic and

potential energy terms, the Zeeman interaction

HZ “ µBp`` σq ¨H, (2.39)

the spin-orbit term,

Hso “ ζ` ¨ σ with ζ “
eh̄2

4m2c2

1

r

BV

Br
and L ” h̄`,

(2.40)

and also a diamagnetic correction like the last term in (2.22) which we have

neglected here.

Now, considering the presence of many electrons in the problem, it is a

simple matter to convince ourselves that the magnetic field which acts in

one of the electrons as in (2.39) will be partly due to the presence of all

the other electrons in the system and this establishes a magnetic dipole

interaction between them. The overall effect of this term is to create a de-

magnetizing field (White, 2007; Akhiezer et al., 1968) which depends on the

geometry of the specimen under consideration and, in some cases, will be

only a perturbation to the exchange and external field effects. This same

term happens to be obtainable purely by magnetostatic arguments and is

found in the literature as the magnetostatic energy (Bertotti, 1998).

The spin-orbit term may also present important corrections to the whole
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magnetic Hamiltonian. Since this term describes the interaction of the elec-

tronic spin with the orbital angular momentum, even for a single electron,

there may be effects of anisotropy on the spin operator because the orbital

angular momentum L ultimately carries information about the symmetry

of the lattice where the electrons are immersed because of the crystal field

effect. This is known as the single ion anisotropy. However, this is not the

only possible source of anisotropy in the problem. When more electrons are

present, exchange terms together with the spin-orbit interaction may cause

what is called the exchange anisotropy. A very accessible presentation of

the general mechanisms of anisotropy in magnetic sytems can be found in

(Bertotti, 1998).

The above brief analysis of the different magnetically active microscopic

terms of the electronic Hamiltonian, led us basically to four important ob-

served effects; exchange, anisotropy, demagnetization and external field en-

ergies. In what follows we will approach the physics of the magnetic system

from a slightly different point of view which will be more appropriate for

our future needs. However, since the microscopic knowledge is so tempting

to evoke for magnetic systems, we shall keep it not so far from mind remem-

bering always that it is the phenomenological approach which is our main

goal here.

2.2.3 Magnetization: the order parameter

As it has already been pointed out by the phenomenological Curie-Weiss

theory, below a certain critical temperature, TC , some magnetic materials

develop a finite magnetization even in the absence of an externally applied

field. Moreover, the static magnetic susceptibility diverges at that tempera-

ture which is a signature of a second order (or continuous) phase transition

(Huang, 1987).

Besides, we have also seen that this sort of behaviour is only possible

because the exchange interaction between electrons, when positive, favours

the alignment of their spins and, therefore, the spontaneous magnetization

results. Although the initial Hamiltonian of the system is rotationally in-

variant, which can easily be seen from (2.37) - a scalar in spin space, the

magnetization chooses one specific direction along which it will point. This

is what is known in the literature of phase transitions and field theory as

a spontaneous symmetry breaking and the magnetization is the so-called

order parameter of the system. It is said that the ground state, or the ther-

modynamic equilibrium state in the case of finite temperatures, breaks the

underlying symmetry of the system. In practice, there are always finite per-
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turbations which will tell the magnetization where to point (see below) but

it by no means invalidates our conclusions. More formally, in order to ob-

tain the symmetry-broken state, or any consequence thereof, we have to

compute thermal averages using the partition function of the system at a

finite temperature T “ 1{βkB which reads

Z “ tr r exp´βpH´H ¨Mq s , (2.41)

and then take the limit when H Ñ 0 of this expression. However, this must

be carefully done. Actually, one must first take the thermodynamic limit

pN Ñ 8, V Ñ 8 but N{V “ n pfinite q q and then H Ñ 0. If this is per-

formed the other way round, we get a symmetric result, or, in other words,

zero magnetization. This is really a signature that only in the thermody-

namic limit does the system naturally show this tendency for developing a

finite order parameter or symmetry-breaking term.

The phenomenon of spontaneous symmetry breaking is also related to

another important effect which is the development of long-range order. As

a matter of fact, the tendency of alignment was already present in (2.36)

which means that the system always has short-range order . Nevertheless, as

one approaches TC , the magnetic susceptibility starts to diverge. This means

that any small disturbance on a given spin will be felt by other very distant

ones. In other words, the typical length which determines the behavior of

the spin-spin correlation function, the magnetic coherence length, ξmpT q,

diverges as T Ñ TC .

Let us now propose a phenomenological Hamiltonian to the magnetic

system written as a functional of the magnetization. The microscopic origin

of all its terms can be explained if one uses (2.5) and (2.17) to create a

magnetization operator

Mpr, tq “ γg
ÿ

i

Siδpr´ riq, (2.42)

where we have assumed a point-like charge distribution and replaced ∆pr´

riq in (2.5) by δpr ´ riq. Here we should notice that although (2.42) is still

a quantum mechanical expression, we could, at least for high spin values

( s ąą 1 ), replace Mprq by its average value, namely, the classical magne-

tization Mprq.

Bearing this in mind we write the following Hamiltonian functional

HrMprqs “

ż

dr

«

ÿ

i“x,y,z

1

2
αi∇Mi ¨∇Mi ´

1

2
βapM ¨ n̂q2 ´

1

2
M ¨HM prq´

´ M ¨Hprq s , (2.43)
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from which a simple dimensional analysis tells us that rαis “ L2 and βa is

dimensionless.

The first term in (2.43) is the continuum version of the Heisenberg Hamil-

tonian (2.37) and measures basically the energy to distort the magnetization

of the system. The minimum energy configuration is clearly the one which

is uniform like the ferromagnetic phase. Since rαis “ L2 we can assume it is

a dimensionless factor (a combination of the microscopic parameters of the

problem) times the typical distance between the orbitals where the electrons

are localized. Therefore, the distortion we are talking about is measured in

units of this microscopic parameter. The remaining numerical factors reflect

the fact that there can be, as we mentioned in our previous analysis, some

exchange anisotropy in the system due to the spin-orbit coupling combined

with the exchange terms. This term can actually involve more complicated

objects instead of the factors αi (Akhiezer et al., 1968) but we consider here

only the situation where they reduce to the present form.

The second term in (2.43) is the on-site uniaxial anisotropy and originates

from the spin-orbit coupling (2.40). Although in general this term can also be

more complicated (Akhiezer et al., 1968), we assume that the symmetry of

the local orbital is such that it creates, for βa ą 0, only one preferred axis of

orientation for the magnetization which is n̂, the easy axis. In what follows

we shall assume, without loss of generality, that n̂ “ ẑ, unless otherwise

stated. This term tells us that once the magnetization is created, it will

tend to point along ẑ either in the positive or negative direction. These two

configurations are completely degenerate. When βa ă 0 the magnetization

will tend to align perpedicular to this axis, lying in the so-called easy plane.

The third term in (2.43) is the demagnetization or magnetostatic contri-

bution and results, as mentioned above, from the magnetic dipole interaction

between the electrons. The magnetic field HM in (2.43) is solely due to the

finite magnetization present in the system which generates the magnetiza-

tion current JM “ c∇ ˆ M. Employing the electrostatic analogy (White,

2007; Bertotti, 1998) this field component is given by the solutions of

∇ ¨HM “ 4πρM

∇ˆHM “ 0, (2.44)

where ρM “ ´∇ ¨M. Consequently, we can write HM “ ´∇φM where

φM prq “ ´

ż

V

dr1
∇ ¨Mpr1q

|r´ r1|
`

¿

S

ds1
n̂1 ¨Mpr1q

|r´ r1|
(2.45)
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with V and S being, respectively, the volume and surface of the sample and

n̂1ds1 the element of area about r1.

For a specimen with constant magnetization, the volume integral in (2.45)

vanishes and we are left with a surface term which gives

HM “ ´ rN ¨M, (2.46)

where rN is the so-called demagnetization tensor. It can be shown (Mattis,

1988; White, 2007) that for ellipsoidal samples with principal axis coinciding

with x̂, ŷ and ẑ, the tensor elements Nij reduce to a diagonal form with

elements Nx, Ny and Nz such that

ÿ

i“x,y,z

Ni “ 4π. (2.47)

These elements depend on the geometry of the sample one uses. For a sphere,

for example, Nx “ Ny “ Nz “ 4π{3. This term tends to disorder the system

by favouring a situation where the components of the magnetization are

null.

Finally, the last term of that expression is self-explanatory and represents

the energy of the system due to the presence of an external field. It tends

to align the magnetization along the direction of the field.

In order to see how the macroscopic explanation of these terms does follow

from the microscopic parts of the Hamiltonian, we only need to use (2.42) in

(2.43) to recover the discrete form of the latter in terms of the spin operator

Si and then find out the appropriate approximations in the microscopic

terms to reach the desirable form (2.43).

Another important fact about the macroscopic form (2.43) as a func-

tional of the classical magnetization Mpr, tq is that it is an expression to

which one can apply the canonical quantization procedure to study many

different quantum mechanical effects involving the system magnetization, as

we will see in the future. Moreover, it also allows us to analyze the competi-

tion between the different energy contributions and consequently guides us

to build systems with some desired features. For instance, if the magnetic

material we are studying is such that the anisoptropy parameter βa ąą 1 we

can safely neglect the magnetostatic term. This is what is known as a hard

material. In the opposite limit, βa ăă 1, corresponding to a soft material it

is the magnetostatic contribution that dominates the energetic balance. On

top of that, we can also define characteristic lengths in this problem (see,

for example, Bertotti, 1998) which allow us to classify the system as large

or small as we will see in the specific examples to be given below.
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2.2.4 Walls and domains

Let us assume we want to study the minimum energy configuration of the

magnetization of a thin ferromagnetic slab of a hard magnetic material

(βa ąą 1), with easy axis ẑ, placed on the xy plane. We also assume that

the exchange energy is isotropic (αi “ α) and there is no external field.

Moreover, suppose we are looking for static solutions which do not depend

on y or z, which means Mpr, tq “ Mpxq. Therefore, if we write the magneti-

zation vector in terms of the usual spherical angles θ and φ we obtain from

(2.43) an energy functional

Hrθpxq, φpxqs “ S
`8
ż

´8

dx

«

αM2

2

ˆ

dθ

dx

˙2

`
αM2 sin2 θ

2

ˆ

dφ

dx

˙2

`

`
βaM

2

2
sin2 θ



, (2.48)

where S is the total area of the slab perpendicular to x̂ and M is the satu-

ration magnetization.

In order to find the minimum energy configurations of H one has to ap-

peal to variational calculus and compute its first functional derivatives with

respect to θ and φ, which must vanish at the desired configuration. These

read,

δHrθpxq, φpxqs
δθ

“ ´αSM2 d
2θ

dx2
`
αSM2

2
sin 2θ

ˆ

dφ

dx

˙2

`
βa
2
SM2 sin 2θ “ 0,

δHrθpxq, φpxqs
δφ

“ ´αSM2 sin2 θ
d2φ

dx2
“ 0, (2.49)

which must be solved with appropriate boundary conditions.

The second equation of (2.49) is trivially solved for φ “ constant since for

any other solution of the form φpxq “ ax` b the energy of the configuration

would always increase. Let us take, for example, φ “ π{2.

Now, defining βa{α ” 1{ζ2 (`W “ ζ is generally known as the wall length)

we can rewrite the first of the above equations as

d2θ

dx2
´

1

2ζ2
sin 2θ “ 0, (2.50)

which we now discuss in more detail.

The differential equation (2.50) clearly admits the trivial solution θ “ 0

which is compatible with the fact that the system is a ferromagnet and

all the spins could be pointing along ẑ. However, since there is also an

anisotropy term in (2.48) which makes both configurations θ “ 0 and θ “ π
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completely degenerate, one could try to find a solution which interpolates

between θ “ π when x Ñ ¯8 and θ “ 0 when x Ñ ˘8. This soliton-like

solution (Rajaraman, 1987) is the so-called Bloch wall and has the form

shown in Fig. 2.2

θpxq “ 2 arctan

ˆ

exp¯
x

ζ

˙

, (2.51)

where ζ has been defined just above (2.50) and represents the width of

the wall. From that definition we see that this width is proportional to
?
α ” `EX , the exchange length, which is itself proportional to the lattice

spacing a. Therefore, our description in terms of a continuous magnetization

only makes sense when the width of the wall comprises many lattice spacings.

NN

NN

NN

NN

N
S

Figure 2.2 Bloch wall

We can also compute the energy stored in the system due to the presence

of the wall. For that one only needs to insert (2.51) in (2.48) to evaluate the

energy per unit area of the wall as

E

S
“ 2M2

a

αβa. (2.52)

Notice that this energy is positive and proportional to the width of the

wall through a new length scale `D ”
?
αβa which is a direct consequence

of the transverse distortion of the magnetization over a finite length ζ along

x̂. Therefore, this configuration is only a local minimum of the energy func-

tional which has higher energy than the uniformly ordered configuration.

Nevertheless, for an infinite slab, the former is separated from the latter
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by an infinite anisotropy energy barrier and, consequently, is stable. This

means that in order to go from one configuration to the other, one has to

flip an infinite number of spins over the anisotropy barrier to which each

one of them is subject. When this happens we say that the two configu-

rations carry different topological charges (Rajaraman, 1987). However, by

the same token, one sees that the in order to create two walls - a clock-

wise followed by a counter-clockwise distortion - the spins must overcome

a finite energy barrier which depends roughly on the distance between the

centers of the two walls. Therefore, depending on how strong the anisotropy

is, thermal fluctuations can create a large number of pairs of walls (solitons

and anti-solitons (Rajaraman, 1987)) which separate domains of reversed

magnetization as in Fig. 2.3 below.

!" !" !" !"+"+" +"

Figure 2.3 Magnetic domains

Although the energy barriers we have just mentioned depend on the num-

ber of spins to be flipped, the energy of the final multi-domain configuration

is the sum of the energy of each wall. This is true at least for well separated

walls. Therefore, within the approximation we have been using of a very

strong anisotropy this situation is unlikely to happen. Nevertheless, if we

relax this condition and take into account the whole energy stored in the

magnetic field originated by the magnetization configuration of the sample

(Kittel, 2004), one sees that the presence of many domains indeed reduces

the total magnetic energy as compared to that resulting from the fully mag-

netically oriented configuration. That is the reason why some substances,

even below their Curie temperature, do not show any spontaneous magneti-

zation. In order for this to happen one needs to apply a small external field

to reorient all these small domains.

2.3 Dynamics of the magnetization

As the energy functional (2.43) can be transformed into a quantum mechan-

ical operator if one replaces the classical magnetization Mpr, tq by Mpr, tq,
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we can use it directly in the Heisenberg equation of motion

dMpr, tq

dt
“

1

ih̄
rMpr, tq,Hs (2.53)

to find how it evolves in time. In order to do that we need to generalize the

spin commutation relation at different positions (remember that the spin

components are operators)

Si ˆ Sj “ ih̄δijSi (2.54)

to the continuous magnetization operator Mpr, tq which can be achieved

using (2.17) and (2.42) leading us to

Mpr, tq ˆMpr1, tq “ ´igsµBMpr, tqδpr´ r1q, (2.55)

where we have explicitly considered the expression in the electronic case.

However, from now on, we shall always use γg in our expressions and adopt

our sign convention.

Then, proceeding as before and replacing Mpr, tq Ñ Mpr, tq to return to

the classical description, one reaches the equation of motion for the magne-

tization which reads (Akhiezer et al., 1968)

dMpr, tq

dt
“ γgMpr, tq ˆHpeffq (2.56)

where

Hpeffq “ ´
δH

δMpr, tq
“ H` βan̂pn̂ ¨Mq `HM ` rα ¨∇2M, (2.57)

with rα being a diagonal matrix whose elements are αx, αy, αz. So, we see

that the magnetization precesses about an effective field provided by the

external field plus various other terms that can be cast in a form which

depends on the magnetization itself. It is clearly a very intricate motion

but there are some very general conclusions we can draw from that only

analyzing its contents qualitatively. However, before doing that for three

specific situations we present below, let us introduce another very important

term in that equation of motion.

In dealing with the dynamics of the magnetization in a ferromagnet, one

can never forget that there is an enormous number of effects which we have

neglected but are by no means unimportant. As in any other macroscopic

motion, one always have to account for the losses that inevitably take place

here too. However, in realistic situations, the sources of damping are gener-

ally very hard to treat and usually a phenomenological term is introduced

in the equation of motion. In this particular case, this has been done by
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Landau and Lifshitz (Landau and Lifshitz, 1935) and the proposed equation

is

dM

dt
“ γgMˆHpeffq ´

λ

M2

´

Mˆ

´

MˆHpeffq
¯¯

. (2.58)

It is easy to see that the second term on the rhs of (2.58) indeed causes

damping since it is a torque perpendicular to the magnetization vector and

directed to the effective field axis. In other words, it tends to align the mag-

netization with the effective field. Two decades later, Gilbert (see (Gilbert,

2004) for a reformulation of his original theory) deduced from a variational

principle another phenomenological expression which reads

dM

dt
“ γgMˆ

„

Hpeffq ´ η
dM

dt



“ γgMˆHpeffq ´
αd
M

Mˆ
dM

dt
, (2.59)

where αd “ ηγgM is the dimensionless damping constant. He also showed

that (2.58) could be written in this same form with a redefined gyromagnetic

ratio as

dM

dt
“ γ̄gMˆHpeffq ´

αd
M

Mˆ
dM

dt
, (2.60)

where αd “ λ{γgM is the same as above and γ̄g “ γgp1` α
2
dq, the redefined

gyromagnetic ratio, implies a faster precession of the magnetization as the

damping is increased. Therefore, for αd ăă 1 we see that (2.59) and (2.58)

are approximately the same equation.

Before turning our attention to the analysis of some particular problems

related to the magnetization dynamics, let us digress a little from the case

of a ferromagnetic material to discuss the magnetization dynamics in para-

magnetic materials just for the sake of completeness.

In this case, the equation of motion for the magnetization does not obey

any of the two forms (2.58) or (2.60) but it is rather written as the famous

Bloch equations (Kittel, 2004; Slichter, 1996)

dMz

dt
“ γgpMˆHqz `

M0 ´Mz

T1
,

dMx

dt
“ γgpMˆHqx ´

Mx

T2
,

dMy

dt
“ γgpMˆHqy ´

My

T2
, (2.61)

where M0 “ nµ tanhpµB{kBT q is the equilibrium value of the magnetiza-

tion. µ is the magnetic moment of the particles we are treating, n the number
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of magnetic moments per unit volume and H is an external field with a static

component along ẑ.

Equation (2.61) is very useful for studying magnetic resonance problems

where the magnetic field H is always decomposed as H0 `H1ptq with H0

being the static field component along ẑ and H0 ąą H1. The damping terms

are now completely different from those proposed for ferromagnetic materi-

als and depend on the longitudinal relaxation time, T1, and the transverse

relaxation time, T2, whose origins we describe in what follows.

The longitudinal relaxation time originates from the spin-lattice interac-

tion (Kittel, 2004; Slichter, 1996) which is ultimately the main mechanism

responsible for the approach to equilibrium of a paramagnetic sample. For

instance, in the absence of H1ptq, one can easily show (Kittel, 2004) that

Mzptq “M0

ˆ

1´ exp´
t

T1

˙

. (2.62)

On the other hand, the transverse, or dephasing time, is due to the local fluc-

tuation of the magnetic field felt by a single magnetic moment which makes

it precess at a random Larmor frequency. This fluctuations are caused by

the neighbouring magnetic moments mainly via the magnetic dipole inter-

action and, as a result, both average values xMxy “ xMyy “ 0 in thermal

equilibrium. The relation between T1 andT2 depends on the specific system

with which one is dealing and may vary from T1 « T2 to T1 ąą T2.

A final remark about the dynamics of the magnetization is now in order.

In either case treated above we have always dealt with the magnetization

vector, which indeed represents an average either of the classical (2.5) or

quantal (2.42) magnetization expressions. In reality, to all of the above-

mentioned damped equations of motion there must be added noise terms

(fluctuating torques) (Coffey et al., 1996) which would ultimately be re-

sponsible for the description of the equilibrium properties of our systems

at high or low temperatures. Although they do not influence the relaxation

of the average value of the magnetization to equilibrium they are crucial

to account for the fluctuations shown by the dynamical variable about its

equilibrium configuration.

2.3.1 Magnetic particles

The first problem we want to treat now is the one of a small number of mag-

netic moments which interact ferromagnetically. The number of constituents,

although small compared to Avogadro’s number, is considered large enough

to allow the system to become ordered below a certain critical tempera-
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ture. So, this whole set of particles would behave as a single huge spin with

S ąą 1. This is what we call a magnetic particle and a possible example

thereof is a small ferromagnetic region with linear nanoscopic dimensions.

In such a case, the dynamics of the particle can be described by the

equation (2.60) where the effective field (2.57) contains no exchange factor.

In other words, we are assuming that the linear dimensions of the particle

are all much shorter than the characteristic length ζ of possible distortions

of the magnetization vector studied above.

In order to analyze the motion of this megaspin, we consider the particular

case for which the magnetic energy (2.43) has αi “ 0, n̂ “ ẑ, HM given by

(2.46) with Ny « 4π, Nx “ Nz « 0 and the external field H “ H ẑ. The

uniform energy density of the particle is then

EpMq “
EpMq

V
“ ´

1

2
βaM

2
z `

1

2
NyM

2
y ´M ¨H, (2.63)

where EpMq is the total magnetic energy of the particle and V its volume.

This choice means that the magnetic particle has , for example, a geometric

form close to that of a very thin disc (radius R ąą thickness d) (see Fig. 2.4)

placed on the xz plane which has a uniaxial anisotropy along the ẑ direction

and is subject to an external field in this same direction. However, since the

structure of (2.63) can apply to other geometrical forms with uniaxial and

in-plane anisotropies, we shall rewrite it more generically as

Epµq “ ´k1 µ
2
z ` k2 µ

2
y ´ µzH. (2.64)

where µ “ VM is the total magnetic moment of the particle and k1 and k2

have dimensions of inverse volume. For simplicity we will neglect the damp-

ing term in (2.60) and write the equations of motion of the components of

the magnetic moment as

dµx
dt

“ 2γgpk1 ` k2qµyµz ` γgHµy

dµy
dt

“ ´γgp2k1µz `Hqµx

dµz
dt

“ ´2γgk2µyµx, (2.65)

where we have used for the effective field (2.57)

Hpeffq “ ´
BEpµq

Bµ
“ ´2k2µyŷ ` p2k1µz `Hqẑ. (2.66)

We can now express the magnetic moment in terms of its polar represen-

tation and solve the resulting equations of motion for the spherical angles
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θ andφ. However, there is a much more straightforward way to achieve these

equations for θ andφ through the Hamiltonian formulation of the problem

(Chudnovsky and Gunther, 1988b; Stamp et al., 1992).

As we know, the spin component Sz is the momentum canonically con-

jugate to the azimuthal angle φ. Consequently, remembering that Sz “

pµ{γgq cos θ, with µ “ |µ|, the Hamilton’s equations read

9θ sin θ “
γg
µ

BEpθ, φq

Bφ

9φ sin θ “ ´
γg
µ

BEpθ, φq

Bθ
(2.67)

where, from (2.64), Epθ, φq is, up to a constant, given by

Epθ, φq “ pK1 `K2 sin2 φq sin2 θ ` µHp1´ cos θq. (2.68)

where Ki ” kiµ
2. From the above expression for the energy of the mag-

netic particle we can easily deduce that this function has minima at θ “

0 and θ “ π, and φ “ 0. This is a physically plausible result, indicating

that the in-plane anisotropy forces the magnetic moment to lie in the xz

plane whereas the uniaxial anisotropy directs it along ˘ẑ. Between these

two minimal energy configurations, µ “ ˘µẑ, there is also an energy barrier

whose maximum value is located at θ “ θm where cos θm “ ´H{Hc and

Hc “ 2K1{µ is the so-called coercivity field. For H ąą Hc ą 0, expression

(2.68) is dominated by the external field contribution, which means that the

magnetic moment precesses about the ẑ axis like a spinning top. If the par-

ticle is in its magnetic ground state configuration one has µ “ `µẑ. As the

modulus of the external field is reduced, the magnetic moment still points

along ẑ until H ă Hc when the structure of maxima and minima of (2.68)

develops as we have described above. In this case the motion of µ is about

the xz plane, which allows us to perform some approximations in (2.67).

Taking the derivative of the first of those equations with respect to time,

replacing the resulting 9φ dependent term by the second equation and using

the fact that φ « 0, we are led to an equation of motion solely parametrized

by the polar angle θ, which reads

:θ “ ´
dU

dθ
, (2.69)

where

Upθq “
ω2

0

2
sin2 θ ` ω2

0

H

Hc
p1´ cos θq, (2.70)

with ω0 ” 2γg
?
K1K2{µ. It should be stressed here that the approximations
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Figure 2.4 Magnetic disk

we have just mentioned, and consequently their resulting equation (2.69),

are only valid for fields not so close to Hc. For Hc ą H ą 0, the potential

energy Upθq develops local minima Up0q “ 0 and Upπq “ 2ω2
0H{Hc as

shown in Fig. 2.5. The former is the absolute minimum of the function,

representing the stable configuration for the magnetic moment, whereas the

latter, a relative minimum of the energy, is a metastable configuration of

that quantity. Further analyzing (2.70) it can be shown that the magnetic

moment can oscillate with frequencies ω0p1 ˘H{Hcq about each minimum

of the potential, where the plus sign applies to θ “ 0 and the minus sign to

θ “ π.

When H “ 0, the potential Upθq becomes symmetric about θ “ π{2

and consequently Up0q “ Upπq “ 0, which means that the configurations

µ “ ˘µẑ are now degenerate (see Fig. 2.6).

Now, if one inverts the direction of the external field, which means that

H ă 0 or H “ ´|H|, the role played by the two minima of the potential

function is exchanged. The previous absolute minimum Up0q “ 0 is now

a relative minimum of the function, whereas Upπq “ ´2ω2
0|H|{Hc has be-

come the absolute minimum of the potential energy (see Fig. 2.7). Therefore,

the former metastable configuration µ “ ´µẑ is now the most stable mag-
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netic configuration of the particle, whereas µ “ `µẑ has become the new

metastable configuration of the system.

  2π

U( )

π

Figure 2.5 Magnetic energy for Hc ą H ą 0

  2π

U( )

π

Figure 2.6 Magnetic energy for H “ 0

As we increase the modulus of the external field further in the direction

opposite to the initial configuration of the magnetic moment, µ “ `µẑ,

the local minimum at θ “ 0 becomes shallower and the magnetic moment

is only kept along this direction by a potential barrier U0 “ εω2
0{2 where

ε ” 1 ´ p|H|{Hcq. When H “ Hc, the coercivity field, the minimum at
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Figure 2.7 Magnetic energy for H ă 0

θ “ 0 becomes a maximum of the potential energy and the magnetic mo-

ment rotates about ŷ and ends up at µ “ ´µẑ . Actually, if it were not for

dissipative effects, the magnetic moment would be indefinitely oscillating

in the xz plane about the latter configuration due to energy conservation.

Therefore, in order to fully account for the realistic dynamics of the mag-

netic moment of this particle, one needs to introduce a phenomenological

dissipative term in (2.69) which would originate from the damping term

in the Landau-Lifshitz-Gilbert equation (2.60). Moreover, as we have men-

tioned before, we also need to consider the presence of a noise term in that

equation to account for the equilibrium properties of the magnetic particle.

The behavior of the magnetic moment we have just described is the well-

known example of hysteresis and is illustrated in Fig. 2.8. As one moves along

the segment abcd in Fig. 2.8 by changing the external field the magnetization

( remember µ “ VM) changes from the stable configuration between ac to a

bistable configuration at c and then becomes metastable along cd. When we

reach point d the configuration becomes unstable and makes a transition to

the more stable configuration at d1. If we now trace this contour backwards

by changing the direction of the external field, the magnetization remains

stable along d1c1, bistable at c1, and metastable along c1b1, beyond which it

returns to the original magnetization M “ `M ẑ. However, this description

does not reflect the more realistic situation which is described in Fig. 2.9

and explained below.



2.3 Dynamics of the magnetization 31

If the temperature of the particle is T ă Tc (the ferromagnetic transition

temperature), but high enough so the total magnetic moment can still be

described classically, thermal fluctuations can make the magnetization jump

over the potential barrier U0 introduced above. Actually, the closer the ex-

ternal field is to the coercivity value ´Hc (ε ăă 1) the smaller this barrier

gets and, consequently, it is easier for the magnetization to make a transi-

tion to the more stable configuration M “ ´M ẑ before that extremal value

of the external field is reached. This effect clearly rounds off the corners at

b, d, d1, b1 in Fig. 2.8, which results in Fig. 2.9.

HC	  -‐HC	   H	  

M	  
a	  b	  d	  

d’	  	   c’	  	   b’	  	  

c	  

Figure 2.8 Hysteresis: Ideal case

As the temperature is lowered it becomes harder for the magnetization to

be driven out of the well by thermal fluctuations and it might become frozen

at the metastable configuration until the coercivity field is reached. Never-

theless, if we allow for the possibility of quantum mechanical effects taking

place, the megaspin about which we have been talking will behave as a quan-

tum rotor and the above-mentioned transitions will occur by the rotation of

the magnetization vector (or magnetic moment) under the potential barrier

created by Upθq; in other words, it might take place by quantum mechanical

tunneling of a fictitious particle whose classical dynamics is described by the

equation of motion (2.69).

Once again neglecting dissipation, we easily see that the quantum me-
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Figure 2.9 Hysteresis: Realistic case

chanical behavior of the system classically described by (2.69) is governed

by the Schrödinger equation

ih̄
Bψpθq

Bt
“ ´

h̄2

2I

B2ψpθq

Bθ2
` IUpθqψpθq (2.71)

where I ” µ2{2γ2
gK2 is the effective moment of inertia associated with the

magnetic particle. This can be solved by the standard WKB approximation

and provides us with the quantum rate of transition in the absence of dissi-

pation. The combined effect of the tunneling phenomenon with dissipation

is what we expect the mechanism to be for the magnetization transition at

very low temperatures, and its study will be one of our aims in this book.

2.3.2 Homogeneous nucleation

Now let us turn our attention to a more subtle situation. Suppose we return

to our previous example of a very thin ferromagnetic slab placed on the

xy plane which this time has, on top of the uniaxial anisotropy along the

ẑ direction, an in-plane anisotropy of the same form as in (2.64). Notice,

however, that this is not a demagnetization effect as before, and the reason

is twofold. Firstly, we want to allow for a position dependent magnetization

which would invalidate the particular form described in (2.46) and secondly,
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even if the magnetization were uniform, the present geometry would not

generate a demagnetization term of that sort. Moreover, let us assume that

the uniaxial anisotropy along ẑ is much stronger than the demagnetization

along this same direction. Therefore, its Hamiltonian functional in terms of

the polar angles θprq andφprq must be a combination of (2.48) and (2.68),

which reads (Stamp et al., 1992; Chudnovsky et al., 1992)

Hrθprq, φprqs “ b

`8
ż

´8

`8
ż

´8

dxdy

„

αM2

2
p∇2θq

2
`
αM2 sin2 θ

2
p∇2φq

2
`

` pK1 `K2 sin2 φq sin2 θ `MHp1´ cos θq
ı

, (2.72)

where b is the thickness of the slab and we have implicitly assumed that

we are looking for solutions which are uniform along z. Consequently, ∇2

contains partial derivatives along x and y only. Notice that now, K1 andK2

are anisotropy energy densities.

As we have seen before, the dynamics of the magnetization of the system

can be obtained within the Hamiltonian formulation from the variation of

the magnetic action; δSrθ, φs “ 0, where

Srθprq, φprqs “ b

ż

dt

`8
ż

´8

`8
ż

´8

dxdy
M

γg
cos θprq 9φprq ´

´

ż

dtHrθprq, φprqs, (2.73)

and now 9fprq stands for Bfpr, tq{Bt.

The equations of motion then read

δSrθprq, φprqs

δθ
“ 0 ñ `

M

γg
sin θ 9φ´ α M2 ∇2

2θ `
αM2

2
sin 2θ∇2

2φ`

`
`

K1 `K2 sin2 φ
˘

sin 2θ `MH sin θ “ 0,

(2.74)

and

δSrθprq, φprqs

δφ
“ 0 ñ `

M

γg
sin θ 9θ ` αM2 sin2 θ∇2

2φ`

` αM2 sin 2θ∇2φ ¨∇2θ ´ K2 sin2 θ sin 2φ “ 0.

(2.75)

This pair of equations would be exactly the same as (2.67) if not for the
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gradient terms we have just introduced to account for possible distortions

of the magnetization of the system. The whole discussion following (2.67)

can indeed be transposed here without any modification and even the ap-

proximations which led us to (2.69) can also be applied here. An equation

equivalent to the latter now reads

:θ “ c2
s∇2

2θ ´
dU

dθ
, (2.76)

where cs ”
b

2αK2 γ2
g is the characteristic spin wave velocity in this system

and Upθq is exactly as the potential defined in (2.70).

This equation admits several solutions depending on the symmetries of

the configurations for which one is looking. For instance, in the absence of

an external field, we can also have static solutions which are uniform along

y and z. However, contrary to what we have seen in (2.49), where we had

the freedom to choose φ “ π{2, we now have solutions with φ “ 0 and θ still

given by (2.50). This is an example of a Néel wall.

Another important solution can be obtained for ´Hc ă H ă 0. Keeping

φ “ 0 and defining the new variable ρ ”
a

r2 ´ c2
st

2 in terms of which (2.76)

can be rewritten as

d2θ

dρ2
`

2

ρ

dθ

dρ
´
dU

dθ
“ 0, (2.77)

we can show that it admits a solution θpρq of the form displayed in Fig. 2.10

which has a very interesting interpretation.

If we start with a positive external field the magnetization of the sample

will point along the ẑ direction and it can be kept as such if we carefully

change the magnetic field and allow it to point in the opposite direction as

long as ´Hc ă H ă 0. As we have seen before, in the example of a magnetic

particle, this situation is metastable and thermal fluctuations, for example,

could drive the magnetization vector out of this configuration even before

the coercivity field is reached. The difference here is that we now have an

extended object and have to analyze how this sort of transition can take

place in this new situation.

Suppose now a droplet of spins is formed with a magnetization pointing

in the direction of the external field. It is easy to convince ourselves that in

this case there is a reduction in the energy of the system proportional to the

volume of this droplet of reversed magnetization. However, this is not the

only effect we should take into account. The droplet formation is followed by

a distortion of the magnetization, which is energetically costly and competes

with the previous effect we have just described. Consequently, depending
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Figure 2.10 Magnetic droplet

on the size of the region formed with reverse magnetization, the positive

surface energy due to the distortion can impede the droplet expansion. This

is the case of droplets with a volume smaller than a critical volume. The

latter is defined exactly as the volume above which the volumetric energy

reduction achieved by inverting a given number of spins wins over the surface

energy caused by distortion. Therefore, droplets can appear and shrink at

any point of the sample until one of them is formed with volume above the

critical size, which expands and converts the whole sample into the more

stable configuration. This is the phenomenon of nucleation which is very

well-known in statistical mechanics (Landau and Lifshitz, 1974).

The solution whose behavior is presented in Fig. 2.10 represents exactly

the physics discussed above. At t “ 0 the variable ρ is nothing but the radial

coordinate r relative to a given origin. This solution interpolates between

θ À π at the origin and θ “ 0 at r Ñ 8, and this excursion represents the

distortion (wall) we have just mentioned. If we follow the time evolution of

the point P represented in Fig. 2.10 we see that if its initial distance to the

center of the droplet is r “ rp it will evolve in time as r2ptq “ r2
p ` c2

st
2, as

expected from the argument above.

When ´Hc À H ă 0, θp0q can be much smaller than π, meaning that

close to the instability, a very small distortion of a few spins will be enough to

make the whole system undergo a transition to the more stable configuration

about θ “ π. The excess energy stored in the droplet disappears as relaxation

effects are taken into account and the magnetization stabilizes at θ “ π. In
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contrast, if H À 0 the size of the critical droplet must be huge in order to

store a volumetric energy greater than the surface distortion energy as shown

in Fig. 2.11. This is the so-called thin wall approximation. In the extreme

limit H Ñ 0 the size of the droplet becomes infinite, which means that only

if all the spins in the system revert their direction would the transition be

possible. This clearly represents an extremely rare event if the transition is

driven by any kind of fluctuation.
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Figure 2.11 Magnetic droplet in the thin wall approximation

The same sort of analysis carried out for fluctuations of magnetic particles

can also be done here. For high temperatures we expects that thermal fluc-

tuations are responsible for the transition from the metastable to the more

stable configuration. Nevertheless, as the temperature is lowered, that is no

longer the main mechanism for the transition. Instead, one should expect

quantum mechanical fluctuations (decay by quantum tunneling) to play a

major role in the new situation. Later on we will show the relevance of the

imaginary time version of the kind of solution we have been discussing here

to this sort of matter. Notice that once again we have neglected completely

the effect of dissipation on this phenomenon which will be addressed at the

proper time.

Before leaving the subject of nucleation a few words should be said about

the existence of stable lattices of the so-called magnetic bubbles (Bertotti,

1998; Eschenfelder, 1980) in almost two dimensional magnetic samples. Ev-

erything we have said so far about the magnetic slab used as the example in

this section assumes that we are dealing with a very hard magnetic material,



2.3 Dynamics of the magnetization 37

which means that demagnetization effects can be entirely neglected. If we

relax this requirement and take into account the presence of a demagnetiza-

tion field along the ẑ direction the energetic analysis of our problem changes

somewhat.

Now, even for external fields still pointing along the spontaneous mag-

netization, 0 ă H ă Hc, the demagnetization field contribution resulting

from the surface term in (2.45) favors the formation of a domain of reversed

magnetization whose size depends on the competition among the strengths

of the external, demagnetization, and anisotropy fields. As the modulus of

the external field is reduced, more and larger domains are formed, giving rise

to a magnetic bubble lattice. If the field is further reduced, these domains

coalesce (Eschenfelder, 1980) and a striped phase results. Once again this

energetic analysis can be enriched with fluctuations arguments to explain

the dynamical formation of these objects in the same fashion as we have

applied in the previous situation.

2.3.3 Wall dynamics

Let us now return to the case where there is only one Néel wall present in

the example given above for H “ 0. As (2.76) is invariant under a Lorentz

transformation where the speed of light is replaced by the spin wave velocity

cs, it admits solutions, as in (2.51), of the form

θpx, tq “ 2 arctan

˜

exp¯
x´ vt

a

1´ pv{csq2ζ

¸

, (2.78)

for v ă cs, which means that walls with constant speed are also allowed in

the system with no energy cost.

In contrast, if the external field is now turned on, part of the system will

have its magnetization pointing opposite to the field direction and therefore

its size has to be reduced in order to lower the total energy of the system.

This clearly implies the acceleration of the wall in a way similar to that we

have presented for the nucleation problem.

In order to deduce the equation of motion for the displacement of the

wall, let us assume that its center can be described by x0ptq, independently

of the coordinates y or z, and its profile is chosen based on (2.78) as,

θpx, tq “ 2 arctan

ˆ

exp´
x´ x0ptq

ζ

˙

. (2.79)

Therefore, substituting (2.79) into (2.76) we can show that, at least for
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speeds 9x0ptq ăă cs, the equation obeyed by x0ptq is

:x0 “ ´

ˆ

H

Hc

˙

c2
s

ζ
. (2.80)

Notice that since our choice for the sign of the exponent in (2.78) was neg-

ative, one has θp´8q “ π and θp8q “ 0 and consequently, when subject to

an external field along ẑ, the wall will move along the negative x̂ direction,

justifying the minus sign in (2.80). Here it should be stressed that the ap-

pearence of Hc in (2.80) does not give it special physical meaning in this

problem and we should face it only as a natural scale for the magnetic field

in dealing with the wall motion in this specific model.

To analyze the motion of a magnetic wall in a general medium we must

remember that usually there are many imperfections in the sample, such

as point-like or extended defects, which generally act as pinning centers

and can either slowdown or efficiently trap the magnetic wall (Stamp et al.,

1992; Chudnovsky and Gunther, 1988a; Braun et al., 1997; Brazovskii and

Nattermann, 2004). These create an effective potential, Ṽpinpupy, tqq , to the

generalized coordinate, upy, tq, along the x̂ direction which now describes

the displacement of an elastic line representing the position of the wall and

whose equation of motion reads

1

c2
s

B2upy, tq

Bt2
´
B2upy, tq

By2
`
BṼpinpuq

Bu
“ ´

ˆ

H

Hc

˙

1

ζ
. (2.81)

A simple dimensional analysis shows that Ṽpinpupy, tqq above is a dimension-

less potential.

Notice that what we have just done is introduce a dependence of the wall

center x0ptq on y since the wall no longer needs to be uniform along that

direction. We could also have allowed for a y dependent width of the wall,

ζpyq, to make it as general as possible but under very general and reason-

able hypotheses we can still show that the wall will preserve both its profile

and width and the relevant dynamical variable will be only its displacement

upy, tq. This also means that we are assuming that the presence of the po-

tential generated by the pinning centers , Ṽpinpupy, tqq, will not affect the

internal structure of the wall. Another important remark we should make

about the wall motion is that there should be an extra term in (2.81), for

example of the form η Bu{Bt, to account for the viscous motion it presents in

realistic situations. Although damping has been phenomenologically intro-

duced in our equation for the magnetization dynamics by expressions like

(2.58), (2.59) or (2.60), the wall has its damped motion due other mech-

anisms (for example, scattering of spin waves) we shall address in future
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chapters of this book. For the time being, we shall keep on neglecting dissi-

pative terms in our forthcoming analysis of the problem.

Now let us analyze the pinning potential in two special circumstances. The

first one is the so-called strong pinning case where the imputities are either

strong, point-like but sparsely spaced, or of extended nature. In particular,

assume that it creates a potential Ṽpinpupy, tqq characterized by a well of

dimensionless energy depth Ṽ0 and centered along a line at x “ 0 as shown in

Fig. 2.12 if the external field is zero. This is due, for example, to the presence

of a line of ions which interact with the neighbouring atoms of the host lattice

through a different exchange coupling. The wall can then be accomodated

along this line and only suffers thermal fluctuations about this equilibrium

position. However, if the external field is turned on, a constant force like the

one present in (2.81) appears and provides us with a linear potential which

tilts the previously introduced pinning potential; this now acquires the form

shown in Fig. 2.13, rendering the wall configuration metastable.

As the external field is increased it will eventually reach the value Hd, the

depinning field, at which the maximum and minimum of Fig. 2.13 coalesce

and become an inflection point of that function. When this happens the wall

is entirely free to move downhill. However, this depinning transition can take

place even before the depinning field Hd is reached, by the same mechanism

we have introduced for explaining homogeneous nucleation in the previous

section. If thermal fluctuations activate a given length of the wall over the

tilted pinning barrier there is, as before, a competition between the energy

lost by this line segment on the other side of the barrier and the distortion

energy that must be paid to create it. This competition generates a critical

length Lc above which the energy lost by the depinned region on the wall in-

creases if it drags the rest of the wall downhill. Operationally, this depinning

phenomenon can be treated exactly as the homogeneous nucleation problem

if one makes the following replacements in (2.76): θ Ñ u, ∇2 Ñ B{By and

U Ñ Vpin`Hu{pHcζq according to the sign of (2.80). Once again, although

Hc naturally appears in our latest replacement, the meaningful field scale

that should be used there is the depinning field Hd whose computation de-

pends on the specific details of Ṽpin and the natural field scale Hc for the

particular model employed.

The critical configuration of the line can then be obtained by the equiva-

lent form of (2.77), which now reads

d2u

dρ2
`

2

ρ

du

dρ
´
dṼpin
du

“ ´

ˆ

H

Hc

˙

1

ζ
(2.82)

where ρ ”
a

y2 ´ c2
st

2. The same reasoning followed below (2.77) to obtain
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Figure 2.13 Pinning potential for H ‰ 0

the critical droplet profile can be repeated here with the appropriate re-
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Figure 2.14 Droplet wall

placements mentioned above. Note that the cylindrical symmetry of the nu-

cleation problem is now lost because y P p´8,`8q contrary to r P p0,`8q.

Nevertheless, this does not change any of our previous conclusions and the

time evolution of the critical wall profile now follows y2ptq “ pLp{2q
2 ` c2

st
2

which means that at t “ 0 instead of a droplet of radius rp one has a con-

figuration characterized by the length Lp measuring the distance between

the two symmetrical points P and P 1 (see Fig. 2.14) located at the steepest

slopes of the distortions of the line upy, 0q. Once this critical distortion is

formed, the wall is dragged downhill.

Another important difference between the two analyzed situations is that,

contrary to the nucleation case, there is no other potential minimum which

can accomodate the line at a later time, unless one considers the presence

of other defect lines as composing the pinning potential. For example, if

only two closely spaced, very strong pinning lines at x “ 0 and x “ a are

present, there is a perfect analogy between the two problems as the wall

deppining can be regarded as a nucleation from its metastable configuration

at x “ 0 (for ´Hd ă H ă 0) to the stable one at x “ a. This takes place

by the formation of a pair of distortions (kink-anti-kink (Rajaraman, 1987))

of the elastic line upy, tq since its previous unstable growth ceases now at

upy, tq “ a. It is always important to warn the reader that there must be

relaxation effects in order to drive an excited state of the line about u “ 0

to its final stable configuration exactly at u “ a. The hysterisis phenomenon

is also present here if we now invert the direction of the external field to

Hd ą H ą 0.

We could consider the pinning potential as formed by the presence of
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Figure 2.15 Periodic potential energy density for H ‰ 0

slightly weaker defect lines parallel to y and periodically distributed along

x (see Fig. 2.15). In this case there are many potential barriers to be over-

taken by the wall which we assume to be possible, for example, by thermal

fluctuations. This hopping-like motion of the wall is an example of what is

known in the literature as wall creep.

The second important circumstance in which one must analyze the depin-

ning problem is the weak pinning case. Now we have a random distribution

of weak pinning centers and the wall becomes trapped, not because of a lo-

calized and well-defined pinning potential as above, but due to the interplay

between its elastic properties and the randomness of the defects distribution

giving rise to the so-called collective pinning theory (Larkin, 1970; Brazovskii

and Nattermann, 2004). Although the development of this theory is much

more subtle and involving than that previously presented here for strong

pinning, a simple dimensional analysis might help us to gain general insight

into the physical phenomenon in this case. For example, let us now return

to dimensionful quantities and replace the pinning potential Ṽpinpuq by a

potential energy per unit area VRpy, uq given by

VRpy, uq “

`8
ż

´8

dx vRpx, yq ρpx, y, uq, (2.83)
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where ρpx, y, uq “ δpx´ upyqq is the wall density, which can be smeared out

over the wall width ζ, and vRpx, yq is such that

xvRpx, yqyR “ 0 and xvRpx1, y1q vRpx2, y2qyR “ v2
Rδpx1 ´ x2qδpy1 ´ y2q,

(2.84)

where x...yR stands for average over disorder. In other words, we are saying

that vRpx, yq is Gaussian-distributed and short-range correlated with corre-

lation length l (which means that the delta function arguments are strongly

peaked at 0 and smeared out over l). Armed with these hypotheses one can

show that

xVRpy, uqyR “ 0 and xVRpy1, u1qVRpy2, u2qyR “ Rpu1 ´ u2qδpy1 ´ y2q.

(2.85)

If we assumes, for simplicity, that the wall profile ρpx, y, uq is a Gaussian

centered at upyq with width ζ, we have Rpuq “ v2
Rkpuq where kpuq is also

a Gaussian but now spread over
?

2ζ. In order to check for the veracity of

our forthcoming expressions through dimensional analysis, we should notice

that v2
R has dimensions of energy square per area.

Let us consider next that a slightly distorted form of the wall can be

represented by

θpx, tq “ 2 arctan

ˆ

exp´
x´ upyq

ζ

˙

, (2.86)

which means that the displacement upyq is very small on a scale we will

determine in what follows.

Now, if we replace (2.86) into (2.72) (for φ “ 0), evaluate the integrals on

x and introduce the above-defined potential VRpy, uq in order to recover the

elastic part of (2.81), we have

Hrupyqs “ b

`8
ż

´8

dy

«

kw
2

ˆ

Bu

By

˙2

` VRpy, uq ´ fw u

ff

, (2.87)

where the wall line tension kw “ 2αM2{ζ and the external surface tension

fw “ ´2HM . Here it should be said that the linear term in u has been

obtained from a variation of the external field energy up to first order in

this displacement.

Expression (2.87) allows us to obtain very important information about

the wall energetics for the weak pinning situation. Let us start by considering

the energy EwpLq of a stiff wall of length L. In this case it is easy to conclude

that due to the first relation in (2.85) one has xEwpLqyR “ 0 which means
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that a stiff wall has average pinning energy equal to zero. However, one can

still use the same expression and the second relation of (2.85) to evaluate

xE2
wpLqyR “ b2

L
ż

0

L
ż

0

dydy1xVRpy, 0qVRpy
1, 0qyR “ b2v2

R

L

ζ
, (2.88)

which implies that
a

xE2
wpLqyR 9

?
L. This sublinear growth with increas-

ing L is due to the competition between different pinning centers and makes

us conclude that a stiff wall is never pinned since the presence of the external

field gives rise to a term proportional to L in (2.87). Therefore, if we cut off

the sublinear growth at the so-called collective pinning length Lc (Larkin,

1970; Brazovskii and Nattermann, 2004) and allows for small distortions of

the wall, its segments of that specific length will be independently pinned.

In order to estimate Lc we write (2.87) in an approximatate form for a wall

of length L and H “ 0 as

Ewpu, Lq “ b
kw
2

u2

L
` bvR

d

L

ζ
. (2.89)
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Figure 2.16 Random potential
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Now, minimizing this expression with respect to L for u « ζ we get

Lc “

ˆ

kwζ

vR

˙2{3

ζ, (2.90)

which implies that for pinning energies much weaker than the typical elastic

energy scale one has Lc ąą ζ. This means that in the absence of an external

field the wall finds its optimum profile accomodating long segments of length

Lc independently through the valleys of the landscape resulting from the

presence of the pinning centers as in Fig. 2.16. It is not hard to imagine that

there must be numerous configurations with very similar energies for the

wall. In other words, there is no reason to think the optimum configuration

should be unique, and this leads us again to the concept of metastability.

Therefore, our next step is to estimate the energy barriers between these

possible configurations, which can be easily done by evaluating
a

xE2
wpLqyR

in (2.88) at L “ Lc. This procedure results in

Uc “
`

b3v2
Rkwζ

˘1{3
. (2.91)
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Figure 2.17 Random potential for H ‰ 0

Now if we turn on the external field H, the random potential energy

landscape becomes tilted and there will be a tendency to depin the wall.

We can also evaluate the critical depinning field, equating the last term of
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(2.87) for a wall of length Lc to the energy barrier Uc which gives us

Hdep “

ˆ

vR
kwζ

˙1{3 ˆvR
ζ2

˙

1

M
, (2.92)

where M stands for the saturation magnetization of the system. Notice that

one could also have estimated the depinning length as a function of the

external field, LcpHq, had we performed the minimization of (2.89) for finite

H instead. This length would shorten for increasing H and could be used to

evaluate an effective potential energy barrier U
peffq
c pHq which must vanish

at H “ Hdep. Therefore, as one reaches the depinning field value, the wall

moves creating new metastable configurations of lower energy of the tilted

random potential energy landscape as shown in Fig. 2.17.

Once again, the same reasoning which led us to argue in favour of depin-

ning for H ă Hdep can also be used here. As one approaches the depinning

field it becomes easier for the pinned segments of length LcpHq to be , for

example, thermally activated over the effective potential barrier U
peffq
c pHq.

The whole wall ends up in a more favourable energy configuration due to

the existence of relaxation effects, which will help it to get rid of the excess

energy it should have carried on from the preceding state, and the same

process starts over again. The subsequent motion is of the same kind as al-

ready analyzed in the periodic strong pinning situation, namely, thermally

activated creep. The difference between the present case and that previously

studied lies in the mechanism by which the wall hops from one metastable

configuration to another. In the strong pinned situation, once a segment of

a critical length jumps to the lower-energy minimum, it drags the whole line

after itself to the new configuration whereas in the present case, there is a

sort of sluggish diffusive motion of the wall to lower-energy configurations.

At any rate, the important conclusion is that in both cases we can talk

about critical lengths, fields and energy barriers which are the desiderata

to implement the general theory of thermal activation for either case. Ac-

tually, this is not only applicable to thermal fluctuations. If one considers

now the full (non-dissipative) dynamics of the wall at very low tempera-

tures, one is led to ask about quantum mechanical fluctuations (tunneling)

once the appropriate parameters turn out to form an effective action not so

overwhelmingly larger than h̄.

2.4 Macroscopic quantum phenomena in magnets

Up to now we have been discussing many examples of magnetization dynam-

ics in different models and geometries of ferromagnetic systems. Basically
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what we have done is employ appropriate approximations to each of our

examples in order to reduce a very intricate classical dynamical problem

to something that could be represented by a more treatable and intuitive

mechanical problem. At least we hope to have succeeded in the three ex-

amples we have given above, where we have been able to simplify complex

situations and reduce them to particle mechanics or classical field dynam-

ics. Moreover, we have always neglected dissipative terms in our dynamical

analysis merely because their effect would only be important in the case we

consider the presence of fluctuations in the phenomenon in which we are

interested. Our first step was solely to understand the dynamics of the mag-

netization under specific circumstances, and damping was only mentioned

in order to explain the approach of certain field configurations to either sta-

ble or metastable equilibrium states. Actually, relaxation mechanisms also

play a very important role when one considers the possibility of thermal

activation of our dynamical variable (here collectively representing the mag-

netization vector) over the potential energy barriers present in the models

we have introduced above. We shall return to these issues later in this book.

What we want to discuss now is the possibility we have been loosely men-

tioning of observing quantum mechanical effects in any of the examples with

which we have been dealing. Indeed, since the equations of motion we have

can, in the absence of dissipative terms, be deduced within a Hamiltonian

formulation, we can directly employ the canonical quantization procedure

(see, for example, (Merzbacher, 1998)) and write, for the particle mechanics

problem, a Schrödinger equation as in (2.71). For general field theoretical

models, we have to use more appropriate tools to replace the latter. Nev-

ertheless, it is again the straightforward application of the canonical quan-

tization procedure to the “coordinate” of one fictitious particle (or field)

representing a very complex quantum mechanical problem.

In principle there is nothing to prevent us from doing this. There are

many examples of quantization of approximate equations of motion or even

truncated systems which we often see in quantum mechanical textbooks. The

resulting quantum mechanical effects originating from this procedure must

represent a reduced quantum dynamics restricted to a particular subspace

of the full Hilbert space of our system. However, even if we boldly assume

that the resuls so obtained do indeed present a signature of quantum effects

of the underlying complex system, one should be able to explain what is

really going on in terms of the genuine quantum variables (spins or magnetic

moments in those cases).

Let us start with the example of the magnetic particle analyzed above in

terms of the polar angle θ. In terms of this angular variable our conclusions



48 Elements of magnetism

could be drawn directly from the motion of a fictitious particle in a potential

(2.70) . However, as we have already mentioned , we are treating here a small

particle of a hard magnetic material. Quantum mechanically what can be

very useful for analyzing this system is the problem of addition of N spins

1{2.

This problem is well known and can be found in any textbook of quan-

tum theory (see, for example, (Merzbacher, 1998)). What we look for is a

simultaneous eigenstate of S2 “ p
ř

k Skq
2 and Spzq “

ř

k S
pzq
k where k refers

to any given spin of the system. The eigenstates of this problem are labeled

by |S,MSy where S “ N{2, pN ´ 2q{2, pN ´ 4q{2, ..., 1{2 or 0 depending on

whether N is odd or even, respectively, and MS “ S, pS ´ 1q, pS ´ 2q ... ´

pS ´ 1q, ´S.

For very high external magnetic fields,2 the lowest energy eigenstates of

our magnetic particle are approximately |N{2,MSy and its ground state

is then |N{2, N{2y which we denote by | Ò , Ò , ..., Òy where N entries are

present. All the other states are excited states of the system from which we

can build a spin-coherent state (Takagi, 2002) which represents the quantized

precession of the whole magnetic moment as a spinning top.

As we reduce the external field the demagnetization term in either (2.43)

or (2.63) can no longer be neglected and therefore | Ò , Ò , ..., Òy ceases to be

the exact ground state of the system. However, as long as 0 ă H ă Hc, one

can still use it as a good approximate ground state of the magnetic particle

until H “ 0 is reached and the situation drastically changes. When this hap-

pens, we have | Ò , Ò , ..., Òy and | Ó , Ó , ..., Óy completely degenerate and, as

the demagnetization term has non-vanishing matrix elements between these

two states, we can form a symmetric and an anti-symmetric linear combi-

nation of them which give rise to the two lowest lying energy eigenstates of

the system, with the ground state being

|Gy “
1
?

2
p| Ò , Ò , ..., Òy ` | Ó , Ó , ..., Óyq . (2.93)

This is an example of a maximally entangled state also known in the

literature as the GHZ state (Greenberger et al., 1989). Notice that it is also a

quantum mechanical superposition of two states involving a macroscopically

large number of spins all pointing in opposite directions which make them

macroscopically distinguishable. In other words this is a Schrödinger cat-like

state.

2 Notice that by high fields we mean fields stronger than the demagnetization or anistropy
fields but always much weaker than Jh̄2{µ. Owing to this latter condition, multiplets with
S ă N{2 have very high energy.
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Therefore, as our system was initially pointing along the external field

direction, namely `ẑ, it now evolves in time as

|ψptqy “ aptq| Ò , Ò , ..., Òy ` bptq| Ó , Ó , ..., Óy, (2.94)

where aptq and bptq are complex numbers such that ap0q “ 1 and |aptq|2 `

|bptq|2 “ 1. As we are neglecting dissipative effects the system oscillates for-

ever between | Ò , Ò , ..., Òy and | Ó , Ó , ..., Óy. However, as we shall show later

on, relaxation effects will tend to destroy this coherent oscillation transform-

ing this pure state into a mixture.

Now, if one turns the field direction to ´ẑ, but still with 0 ă |H| ă Hc,

the state | Ò , Ò , ..., Òy becomes an excited (metastable) state of the system

whereas | Ó , Ó , ..., Óy is its new approximate ground state. Assuming the

presence of dissipation only to account for the relaxation of any excited

state to the new ground state we expect that

|ψptqy “ e´Γt{2| Ò , Ò , ..., Òy `
a

1´ e´Γt| Ó , Ó , ..., Óy, (2.95)

at least for very small damping, mimics the transition from | Ò , Ò , ..., Òy

to | Ó , Ó , ..., Óy. In the above equation Γ is the transition (tunneling) rate

to another excited state of the system with the same energy as the initial

metastable configuration. We should stress here that (2.95) is only an ap-

proximate form of the decaying state, which in reality cannot even be written

as a pure state.

Notice that we have assumed that the system takes Γ´1 to leave the

metastable configuration | Ò , Ò , ..., Òy, make a transition to an intermediate

(degenerate) state and only then relaxes (almost instantaneously) to the

new approximate ground state | Ó , Ó , ..., Óy. We have also assumed that this

relaxation occurs within τ “ γ´1 ăă Γ´1. In the latter expression, τ is the

relaxation time of the system, which although assumed to be long (com-

pared, for example, with the magnetization precession period), is still much

shorter than the tunneling decay time Γ´1. Possible effects of dissipation on

the transition rate must be encapsulated in Γ and will be treated explicitly

later on.

If one now further increases the external field along ´ẑ such that |H| ąą

Hc, |N{2, ´N{2y becomes the new approximate ground state of the system

and the remaining states of |N{2, MSy are again its excited states. The

difference between this case and the one for positive H is that the energy of

the excited states now increases with MS .

Having done the foregoing analysis, we can easily understand what hap-

pens in the case of homogeneous nucleation. All we have to do is to apply

the same reasoning to the case of an infinite (very large) magnet. In so doing
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we have to think about the critical droplet as a magnetic particle subject to

an external field. When the field happens to be pointing along the direction

opposite to the magnetization of the sample, as we have seen above, there

is a probability that all the spins in a given region collectively make a quan-

tum transition (see (2.95)) to a configuration with reversed spin direction.

Although this transition might be quantum mechanical, the subsequent mo-

tion of the spins configuration is purely classical and depends on whether

the energy reduction achieved in flipping the spins of that region wins over

the energy increase due to the presence of the wall. Therefore, depending

on the size of the droplet it either shrinks or expands converting the whole

sample to the more stable configuration. Here it should be realized that this

reasoning only makes sense if the external field is finite. When H “ 0 there

is no way this transition could take place because since | Ò , Ò , ..., Òy and

| Ó , Ó , ..., Óy are degenerate, there would be no energy reduction in flipping

any number of spins from one configuration to another. Only the distortion

energy would be gained in this process and any droplet one creates would

shrink, except if it has the size of the whole sample which makes the tran-

sition probability vanishingly small. In other words, there is no cat state in

an infinite system!

Finally, let us turn our analysis to the quantum mechanical motion of the

wall. Once again the mechanism by which it takes place is very similar to

the one just addressed in the case of quantum nucleation. The difference is

that the idea of a droplet must be replaced by the enlargement of the more

stable spin configuration through the displacement of finite line segments

of the wall. This distorted line clearly enlarges the area occupied by, say,

spins pointing down in the presence of an external field along ´ẑ by the

same mechanism of (2.95). Whether this region expands or shrinks depends

again, in the particular case of strong pinning, on the balance between the

energy reduction in this expansion versus the additional distortion to create

the kink-anti-kink pair due to the displacement of a finite line segment. From

this point onwards the analysis follows that of the nucleation case. In the

case of weak pinning there is no fast expansion of the critical segment and

the enlargement of the more stable region takes place diffusively as the wall

is accomodated along valleys with lower energy.

Summarizing, all we have done in this section was to employ a more

quantum mechanical point of view to the previously introduced examples

to which semi-classical dynamics in terms of some effective - particle or

field - variable could be applicable. Therefore, we have developed a deeper

understanding of what this semi-classical approach means exactly in terms



2.4 Macroscopic quantum phenomena in magnets 51

of the genuine quantum mechanical entities of those systems, namely the

elementary magnetic moment.



3

Elements of superconductivity

Superconductivity was discovered by Kamerlingh Onnes (Onnes, 1911) who

observed that the electrical resistance of various metals dropped to zero

when the temperature of the sample was lowered below a certain critical

value Tc, the transition temperature, which depends on the specific material

one is dealing with.

Another equally important feature of this new phase was its perfect dia-

magnetism which was discovered by Meissner and Ochsenfeld (Meissner and

Ochsenfeld, 1933), the so-called Meissner effect. A metal in its superconduct-

ing phase completely expels the magnetic field from its interior (see Fig. 3.1).

The very fact that many molecules and atoms are repelled by the presence

of an external magnetic field is quite well-known as we have already seen in

the preceding chapter. The difference here lies in the perfect diamagnetism

which means that it is the whole superconducting sample that behaves as a

giant atom!

0=B

Figure 3.1 Meissner effect

This effect persists (for certain kind of metals) until one reaches a critical
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Figure 3.2 Critical field

value of the external magnetic field, H “ HcpT q, above which the super-

conducting sample returns to its normal metallic state. Moreover, at fixed

temperature, this effect is completely reversible, suggesting that the super-

conducting phase is an equilibrium state of the electronic system. The tem-

perature dependence of the critical field is such that HcpTcq “ 0 and Hcp0q

attains its maximum value as shown in Fig. 3.2.

Despite the great effort of the physicists in those days to explain these re-

sults in terms of the conventional perfect conductivity and (ordinary) perfect

diamagnetism, by which we respectively mean that the electric conductiv-

ity σ “ 8 and the magnetic permeability µ “ 0, those attempts failed

to account for the experimental hallmark characterizing materials in their

superconducting phase as carefully exposed in (London, 1961).

3.1 London theory of superconductivity

In order to account for both the resistanceless flow and the more subtle per-

fect diamagnetism of the new phase the London brothers (London, 1961)

proposed a modification of some of the equations of electrodynamics in ma-
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terial media. These new equations read

E “
B

Bt
pΛJsq (3.1)

h “ ´c∇ˆ pΛJsq (3.2)

where Λ “ 4πλL
2{c2 and Js is the so-called supercurrent density. Notice that

Js is the source of the microscopic field h which is related to the magnetic

induction through Bprq “ xhpr1qyr as we have already mentioned below

(2.2).

The first of these equations means that even for E “ 0 there can be a

constant value of Js or, in other words, the resistanceless flow of electrons.

The second London equation is such that when it is combined with the curl

of the Maxwell equation

∇ˆ h “
4π

c
Js , (3.3)

it gives us the equation that describes the Meissner effect, namely,

∇2h “
h

λ2
L

, (3.4)

which shows that, given a normal-superconductor interface, the external field

will decay exponentially into the superconducting region within a length λL,

the London penetration depth, as shown in Fig. 3.3.

Normal'region' Superconduc1ng''region'

x"

B(x)'

Lλ

Figure 3.3 The penetration depth

This spatial variation of the field implies that (3.1) cannot describe perfect

conductivity in the sense that the electrons would be accelerated by an

external electric field. This would only be valid if the electronic mean free
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path ` “ 8, which implies an electric conductivity σ “ 8 only for electric

fields filling the whole space, in clear contradiction to the effects due to the

presence of an interface between the two phases. A more thorough analysis

of this argument can be followed in (Tinkham, 2004).

In the absence of an external scalar potential one can rewrite (3.1) as

E “
B

Bt
pΛJsq “ ´

1

c

BA

Bt
,

which implies that

Js “ ´
1

cΛ
pA´A0q, (3.5)

where A0prq is constant in time. Taking the curl of this equation and com-

paring it with (3.2) one realizes that the only way for the latter to hold

is when ∇ ˆ A0prq “ 0. Therefore, A0prq “ ∇χprq where χprq is a func-

tion defined within the superconducting region and, consequently, is only

single-valued in simply connected samples.

Besides, since there is no external scalar potential or, more generally, we

are interested in the quasistationary regime, we can impose the supplemen-

tary condition ∇ ¨A “ 0 to the divergence of (3.5) which together with the

continuity equation,

Bρ

Bt
`∇ ¨ Js “ 0,

implies ∇ ¨A0 “ 0. Therefore, the scalar function we have just defined obeys

∇2χprq “ 0. (3.6)

Now, one can always decompose the supercurrent density at the surface of

the superconducting sample into components parallel (divergenceless) and

perpendicular (irrotacional) to the surface itself as Js “ Js|| ` JsK and

choose, at this boundary,

JsK “
1

cΛ
A0K.

For a simply connected superconducting sample, these equations for A0 have

a unique solution if JsK is given on the entire surface of the sample. In

particular, for an isolated superconductor, where JsK “ 0, one has A0 “

p∇χqK “ 0 which together with (3.6) implies, by the Neumann boundary

condition of the potential theory, that χ “ 0. This choice is known as the

London gauge in which one can write

Js “ ´
1

cΛ
A, (3.7)
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which represents both (3.1) and (3.2) and is also called the London equation

in the London gauge. It should be noticed that since this equation is not

gauge invariant, it is valid only in this chosen gauge which can be resumed

as; ∇ ¨ Aprq “ 0, JsKprq and AKprq are related by (3.7) at the surface of

the sample and Aprq Ñ 0 deep inside the superconducting region. Besides,

it must be kept in mind that (3.7) holds only for simply connected super-

conducting specimen and must be replaced by the more general form (3.5)

otherwise.

A more fundamental reasoning to obtain the London equation in the

above-presented form is the application of quantum mechanics to the ex-

pression of the canonical momentum of a charged particle subject to an

external field, namely

p “ ms 9r` es
A

c
, (3.8)

where ms and es are respectively the mass and charge of the superconducting

particle whatever its composition in terms of the original electrons may be.

Despite there being many physical arguments to assume that the state of

the superconducting phase of a given material is of quantum mechanical

origin (see, for example, London, 1961), we shall take that presented below

as suitable for our needs.

Let us start with a theorem proved by Bloch (London, 1961) which states

that in the absence of an external field the most stable state of any electronic

system carries zero current. In the particular case there is no external field,

it coincides with xpy “ 0. If we now switch on an external field Aprq it is

a simple matter to show (London, 1961) that classical statistical mechanics

still gives us Jsprq “ 0, at variance with the London equation (3.7). In order

to reproduce the latter one would need to preserve the relation xpy “ 0 even

in the presence of finite fields, which implies

xvsy “ ´
esA

msc
, (3.9)

where xvsy is the average value of the superconducting velocity field at a

given position of the sample. We show next that quantum mechanics can

do this job for us. Assuming that the number density of superconducting

electrons (or carriers, to be more precise) is ns “ nspT q we get

Js “ nsesxvsy “ ´
nse

2
sA

msc
“ ´

1

cΛ
A (3.10)

which is again expression (3.7).

From our latest relations (3.10) and the definition of Λ below (3.1) and
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(3.2), we can express the London penetration depth as

λL “

˜

msc
2

4πnse2
s

¸1{2

(3.11)

where nspTcq “ 0 and nsp0q ď n, the total number density of electrons in

the system. In this way, at the critical temperature, the system undergoes a

transition to a normal metal when the field fully penetrates the sample. The

London penetration depth is typically of the order of 10´7m for conventional

superconductors.

If we now assume that a superconductor in its ground state (T “ 0) can

be described, in the absence of an external field, by the wave function ψ0prq,

it means by (3.8) and the Bloch theorem that it carries a current density

Js “
esh̄

2msi

«

ψ˚0∇ψ0 ´ ψ0∇ψ˚0

ff

“
es
ms

Re rψ˚0 pψ0s “ 0. (3.12)

When the field is turned on, we must replace p Ñ p´ esA{c, ψ0 Ñ ψ and

then

Js “
esh̄

2msi

«

ψ˚∇ψ ´ ψ∇ψ˚
ff

´
e2
sA

msc
ψ˚ψ. (3.13)

If we further assume the rigidity of the wave function, which means that

its form will not be modified by the presence of the external field, we can

take ψ « ψ0 and the first term on the r.h.s of (3.13) vanishes due to (3.12).

Then, if the wave function is normalized to the total number of carriers

rather than unity, we can rewrite (3.13) as

Js “ ´
e2
sA

msc
ψ˚ψ “ ´

nse
2
sA

msc
, (3.14)

which is known as the diamagnetic current density. It should be noticed that

not only in (3.14), but also in (3.9), (3.10) and (3.11), the phenomenological

parameters ns,ms and es appear in such a combination that regardless of

the number of electrons composing the superconducting unity (for example,

two in the Cooper pair case) we can always replace them by the electronic

parameters n,m and e respectively. Nevertheless, we shall still use ns with

a somewhat different meaning in what follows.

It is important to stress here that it is n that must be used for the num-

ber density of carriers in (3.14) instead of a temperature dependent function

npT q. The reason behind this is simply that we are now dealing with the

ground state itself, whereas before we made no hypothesis about the temper-

ature of the system. Our previous arguments (actually, Bloch’s arguments)
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leading to (3.10) and (3.11) were completely macroscopic and based on the

dissipationless flow and Meissner effect. As a matter of fact we have imposed

n as an upper bound on the value of ns at T “ 0.

The hypothesis of rigidity is corroborated by many experimental results

which indicate that the superconducting ground state is gapped in the vast

majority of cases (Tinkham, 2004; De Gennes, 1999). Therefore, it is en-

ergetically costly to create excitations in the system. This is a suggestive

explanation for the rigidity of the ground state although there is also the

possibility of the existence of gapless superconductors (De Gennes, 1999).

Nevertheless, at finite temperatures it is not true that this hypothesis still

holds fully. Appealing to the BCS ( Bardeen, Cooper and Schrieffer) theory

- the microscopic theory of superconductivity (see, for example, (Tinkham,

2004))- we really see that the superconducting state in thermal equilibrium

at finite temperatures is not completely rigid and therefore the first term

in (3.13) (the paramagnetic current density) also contributes to the total

current.

It is not only with regard to the number density of carriers and finite

temperature effects that (3.14) might be modified. In reality, the BCS theory

also shows that there may be non-local effects in (3.14) depending on the

system under investigation, and this result fits nicely into the non-local

phenomenological theory of Pippard (Tinkham, 2004; De Gennes, 1999).

Despite the importance and interesting physics of these effects (see below)

they are not our main goal in this book and we shall return to the discussion

on the wave function of the superconducting ground state.

3.2 Condensate wave function (order parameter)

At this point we might ask ourselves whether the idea to describe the ground

state wave function of the superconductor by a single position variable makes

any sense at all, once we know that a wave function representing a system

with N particles must be represented by a N -variable function. In order to

justify this let us assume that the system can be described by a many-body

wave function (Feynman, 1998) Ψ0pr1, ..., rk, ..., rN q. If we want to think in

terms of the microscopic theory, this would be the coordinate representation

of the BCS state which consists of a collection of Cooper pairs. But, lo and

behold, in so doing we must be careful with the fact that the BCS ground

state has only a fixed average number of particles and, therefore, we should

employ an alternative approach to the BCS theory in a particle conserving

representation (Leggett, 2006). In the absence of an external field, regard-

less of its microscopic details, this wave function provides us with a state
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carrying zero current as we have seen above in (3.9). Moreover, since it is

possible for a superconductor to carry a dissipationless current, it must be

inferred that a current-carrying wave function and the one obtained from

Ψ0pr1, ..., rk, ..., rN q by a Galilean transformation must be totally indistin-

guishable.

Let us call this current-carrying wave function ΨKpr1, ..., rk, ..., rN q where

h̄K is the momentum associated with the carrier. In the case of a BCS wave

function, for example, this is the momentum of the center of mass of the

pair. Consequently, we can write this new wave function, at least for low

enough velocities (Merzbacher, 1998), as

ΨKpr1, ..., rk, ..., rN q “ expti
ÿ

k

K ¨ rkuΨ0pr1, ..., rk, ..., rN q. (3.15)

In the example just treated we are assuming that all the carriers have the

same velocity v “ h̄K{m, a constant current for the electronic system.

Now, one can try to generalize this by introducing a position dependent

velocity (or carrier’s momentum) which would be approximately constant

in a neighborhood of the position rk. In this case the current is position

dependent as it generally is in ordinary metals and particularly in supercon-

ductors. However, we can do much better by defining

Ψpr1, ..., rk, ..., rN q “ exp ti
ÿ

k

θprkqu Ψ0pr1, ..., rk, ..., rN q, (3.16)

from which we can get the average number density of electrons

nprq “
ÿ

k

ż

dr1...drk...drNδpr´ rkqΨ
˚pr1, ..., rk, ..., rN qΨpr1, ..., rk, ..., rN q,

(3.17)

as well as the average current density

Jprq “
ÿ

k

ż

dr1...drk...drN
eh̄

2mi

«

Ψ˚∇kΨ´Ψ∇kΨ
˚

ff

δpr´ rkq. (3.18)

If we now use the fact that the current associated with Ψ0 is zero, we obtain

Jprq “
eh̄

m
nprq∇θ, (3.19)

where the number density (3.17) can be written further as

nprq “ N

ż

dr2...drk...drNΨ˚0pr, ..., rk, ..., rN qΨ0pr, ..., rk, ..., rN q, (3.20)

regardless of the statistics of the component particles. This can be recog-

nized, for a system known to be in its ground state Ψ0, as the diagonal
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element of the coordinate representation of the 1-particle reduced density

operator (see, for example, (Thouless, 1972)),

n1pr ; r1q “ N

ż

dr2...drk...drNΨ0pr, ..., rk, ..., rN qΨ
˚
0pr

1, ..., rk, ..., rN q,

(3.21)

which means nprq “ n1pr ; rq. This operator can be used to compute the av-

erage value of any diagonal 1-particle many-body operator, Ô1 ”
ř

i
O1priq,

as

xÔ1y “ trrn̂1Ô1s “

ż

drn1pr ; rqO1prq, (3.22)

where the trace is taken in the coordinate representation of the single particle

operator.

Once we have achieved this point there are some conclusions we can draw

about (3.20). Firstly, suppose that all the carriers occupy the same single

particle state (non-interacting particles) and the many-body wave function

is a product of these single particle wave functions for different variables. In

this case we can integrate all those N ´ 1 variables and (3.20) becomes

nprq “ Nψ˚prqψprq, (3.23)

where we have used ψprq as the normalized single particle wave function.

This manoeuvre is allowed if our carriers are bosons, since only in this

case they can all occupy the same single-particle state. That would be the

case of systems which undergo Bose-Einstein condensation (BEC), such as

alkali atoms in magneto-optical traps (see, for example,(Leggett, 2006)). For

fermions, this is forbidden by the exclusion principle, and we need to modify

our arguments.

Despite trying to avoid any incursion into the microscopic theory of super-

conductivity, it is wise to at least afford a glimpse of its main results at this

point. Since the BCS theory tells us that the charge carriers in materials in

their superconducting phase are pairs of electrons (Cooper pairs) which are

bound to each other by the exchange of phonons (at least in conventional

superconductors), we had better apply this standard result to our present

discussion.

As we hope to have convinced the reader that average values of 1-particle

many-body operators can be evaluated with the help of n̂1, we are now in a

position to extend this result and create another operator which is useful if

we need to study the effect of 2-particle many-body operators in the system.

As we have just mentioned, there is an effective attractive interaction be-
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tween electrons in superconductors and, therefore, many of their properties

can be computed if we evaluate the average value of the existing effective

electronic potential. One example would be the ground state energy of the

superconducting system itself.

Let us then compute the average potential energy of the electronic system,

V̂ “
1

2

ÿ

i‰j

V pri ´ rjq, (3.24)

which reads

xV̂ y “
1

2

ÿ

i‰j

ż

dr1...dri...drj ...drN V pri ´ rjq |Ψ0pr1, ..., ri, ..., rj , ..., rN q|
2

“
NpN ´ 1q

2

ż

dx dy dr3...drN V px´ yq |Ψ0px,y, r3, ..., rN q|
2, (3.25)

where we have moved ri and rj to the first and second entries of |Ψ0|
2 and

renamed them x and y, respectively. Notice that the change of sign due to

the asymmetry of the wave function is immaterial here once it takes place

both in Ψ0 and Ψ˚0 .

Now, defining the coordinate representation of the matrix element of the

2-particle reduced density operator (Thouless, 1972) as

n2px,y; x1,y1q ” NpN´1q

ż

dr3...drNΨ0px,y, r3, ..., rN qΨ
˚
0px

1,y1, r3, ..., rN q

(3.26)

we can rewrite (3.25) as

xV̂ y “
1

2

ż

dx dyn2px,y ; x,yqV px´ yq, (3.27)

or, more generally, the average value of any diagonal 2-particle many-body

operator, Ô2 ”
1
2

ř

i,j
O2pri, rjq, can be written as

xÔ2y “
1

2
trrn̂2Ô2s “

1

2

ż

dx dy n2px,y ; x,yqO2px,yq. (3.28)

We now proceed with n2px,y ; x,yq in an analogous way to that done

with n1pr ; rq in order to obtain (3.23). If we assume that Ψ0pr1, ..., rN q is a

properly anti-symmetrized product of normalized pairwise wave functions,

φpri, rjq, those remaining non integrated variables in (3.26) will leave us with

a product of functions which are anti-symmetric in the variables x and y:

n2px,y ; x,yq “ NpN ´ 1qφ˚px,yqφpx,yq. (3.29)
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Furthermore, if we replace the variables x and y in (3.26) by the center-of-

mass and relative coordinates of the pair, defined as r ” 1
2 px` yq and u ”

x´ y, respectively, and integrate over u we can show that

n1pr ; r1q “
1

N ´ 1

ż

du n2pr,u ; r1,uq. (3.30)

Now, inserting (3.29) into (3.30) and further assuming that the pair wave

function φpr,uq in (3.29) can be written as φpr,uq “ ψprqχpuq, where both

wave functions are conveniently normalized, we have once again

nprq ” n1pr ; rq “ N ψ˚prqψprq, (3.31)

as in (3.23). The difference now lies in the interpretation of what we consider

the condensate wave function. Whereas in the case of bosons it should be

interpreted as the single particle wave function of a state which is macroscop-

ically occupied, here, in the case of fermions, it is the center-of-mass wave

function of an electron pair. Notice that the above-mentioned hypothesis

that the center-of-mass and relative coordinates are separable are in agree-

ment with the fact that, for pairs, the superconducting state is translation

invariant which means that they can move freely throughout the sample.

Although our arguments are not rigorous, they at least induce us to accept

London’s ideas and interpret the “superconducting wave function” as one

referring to the system as a whole. It can be viewed as the wave function of a

condensate of carriers whose dynamics obeys quantum mechanics. Therefore,

both the particle number density and the current density of a superconductor

can be obtained in many circumstances from their one particle expressions

as applied to the single particle wave function

ψprq “
a

nsprqe
iθprq. (3.32)

Notice that as we are dealing with systems at zero temperature we have

nsprq “ nprq.

It is true that these näıve arguments will be even weaker if we take finite

temperature effects into account. Intuitively, one could appeal to those ar-

guments towards the rigidity of the ground state wave function and assume

that even at finite temperatures the quantum mechanical aspects of ψ will

still be preserved, despite the unavoidable fact that this ground state must

steadily be depleted as the temperature is raised. Those particles that leave

the ground state will no longer present the same quantum effects as their

partners still in the condensate, and therefore will behave as ordinary metal-

lic carriers. This is the origin of the so-called two-fluid model by which one
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states that the total current density of the system can be written as

Jprq “ ensprqvsprq ` enN prqvN prq, (3.33)

where nsprq and nN prq are, respectively, the superconducting and normal

number densities of carriers whereas the total number density nprq “ nsprq`

nN prq. In the same way, vs and vN are, respectively, the superconducting

and normal carriers’ velocity fields. Both the superconductor number and

current densities can be obtained from expressions such as (3.19, 3.32) if

one replaces nprq by nsprq, which is now temperature dependent. This su-

perconducting number density must vanish at the transition temperature.

It is indeed strange to consider (3.32) a genuine wave function once it has

a temperature dependent amplitude and, therefore, must always result from

a statistical average using the density operator of the system. Actually, a

more thorough treatment of this question is presented in (Leggett, 2006),

where the previous approach of employing the one and two-particle reduced

density operators is generalized to statistical mixtures and consequently in-

corporates temperature dependent effects. Using general properties of these

operators and the hypothesis of off-diagonal long range order (ODLRO)

(Yang, 1962) we characterize in a unified way the effects of BEC, for bosonic

particles, and pseudo-BEC (pairing), for fermionic particles. Once this is

done, the resulting object that plays the same role as (3.32) acquires a new

status; it is now regarded as the order parameter of the condensed state,

either for bosons or fermions.

This order parameter is the central object in one of the most successful

phenomenological theories of phase transitions, namely the Ginzburg-Landau

(GL) theory of superconductivity (see (Tinkham, 2004; De Gennes, 1999)

or any other standard textbook on superconductivity). This object carries

the collective as well as the quantum mechanical effects of the condensate

within it and is extremely important in the study of the thermodynamic and

electromagnetic properties of materials in these exotic phases.

As we have already seen in the preceding chapter, the order parameter is a

quantity which develops in the thermodynamical state attained by a system

which has undergone a phase transition from a less to a more ordered state. It

actually quantifies the amount of ordering in this newly developed state and

is, in the vast majority of cases, related to the phenomenon of spontaneous

symmetry breaking. In the particular case of superconductivity it is argued

(Anderson, 1963) that it is the gauge symmetry which is spontaneously

broken in the condensed phase. Nevertheless, this point of view, although

broadly accepted, is not unanimous in the scientific community (Leggett,

2006; Leggett and Sols, 1991).
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All we have been saying can be made much more rigorous if we use the

microscopic theory of superconductivity (see, for example, (Tinkham, 2004)

or (De Gennes, 1999)), but since this is not our main subject here we shall

proceed with the phenomenological approach which will prove very useful

for our purposes if some care is exercised at convenient points.

3.3 Two important effects

In this section we study two specific effects that will be fundamentally im-

portant for us in future chapters.

3.3.1 Flux quantization

Let us consider now a superconducting ring in the presence of an external

magnetic field. If we apply (3.13) to (3.32) we have h̄∇θ “ eΛJ ` eA{c,

which integrated along a path Γ from position 1 to 2 in the superconducting

region gives us
2
ż

1

ˆ

eΛJ`
e

c
A

˙

¨ dr “ h̄pθ2 ´ θ1q, (3.34)

because it is an integral of a gradient field. Additionally, as θ is the phase

of a wave function which must be single valued, the integral along a closed

loop (1 “ 2 above ) must give

e

c

¿
ˆ

cΛJ`A

˙

¨ dr “ 2πnh̄, (3.35)

where n is an integer.

Two points must be emphasized here. First of all, we notice that this

result is in apparent contradiction to (3.7) which would result in a vanishing

integral if it were applied to (3.35). However, as we have mentioned earlier

in this section, it is not (3.7) that must be used for multiply connected

superconducting samples, but (3.5) instead. Applying the latter to (3.35)

we end up with the result

e

c

¿
ˆ

cΛJ`A

˙

¨ dr “ h̄∆χ (3.36)

which is not zero since χprq need not be single valued in this case. Actually,

we have just seen that once it is related to the phase of a wave function,

∆χ “ 2πn.

The second point refers to the fact that in (3.35) the charge e appears
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alone rather than in some specific combination as before. Therefore, we

should return to (3.8) and remember that what appears in (3.35) is actually

es and then,
¿
ˆ

cΛJ`A

˙

¨ dr “
2πnh̄c

es
” nφ0 (3.37)

where the flux quantum φ0 ” hc{es « 2.09 ˆ 10´7gauss cm2, or, in the

SI (mks) system of unities, φ0 ” h{es « 2.09 ˆ 10´15 Wb . Notice that

this experimental result can be used to determine the actual charge of the

superconducting carriers as es “ 2e. For a simply connected superconductor

the integration contour of (3.37) can be deformed continuously to a point

and then only n “ 0 results from the integration and (3.7) holds again.

If the ring is thick enough (all its linear dimensions " λL) and we integrate

(3.37) along a closed path Γ deep into the ring where there is no current, it

yields
¿

A ¨ dr “

ż

h ¨ ds “ nφ0 (3.38)

where ds is an element of area on any surface bounded by Γ and we have

used B “ ∇ˆA and Stoke’s theorem. From the above equation we see that

the magnetic flux trapped in a superconducting ring is quantized in units of

φ0.

3.3.2 The Josephson effect

Suppose that we have two pieces of superconductor separated by a non-

superconducting material of thickness d. We call them 1 and 2. If d is

very large the two superconductors do not feel each other’s presence and

the dynamics of their condensates should obey two decoupled Schrödinger

equations

ih̄ 9ψ1 “ E1ψ1

ih̄ 9ψ2 “ E2ψ2. (3.39)

Now if d is such that there is a substantial overlap between the two conden-

sate wave functions it is reasonable to assume that we now have

ih̄ 9ψ1 “ E1ψ1 `∆ψ2

ih̄ 9ψ2 “ E2ψ2 `∆˚ψ1. (3.40)

This arrangement is known in the literature as a Josephson junction.the

Josephson junction
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Let us for simplicity choose ∆ P R and A “ 0. Then writing ψ “
?
neiθ

for each wave function in (3.40) we can easily get

´h̄ 9θ1 “ ∆

c

n2

n1
cospθ2 ´ θ1q ` E1, (3.41)

a similar equation for θ2 (where one should exchange 1 Ø 2) and also

9n1 “
2∆

h̄

?
n1n2 sinpθ2 ´ θ1q “ ´ 9n2. (3.42)

As 9n1 gives us the current through the junction we can write

i “ i0 sin∆θ (3.43)

∆ 9θ “
2eV

h̄
(3.44)

where we assumed n1 « n2,
?
n1n2 “ ns and

∆θ ” θ1 ´ θ2, i0 ”
2ns∆

h̄
and

E2 ´ E1

h̄
“

2eV

h̄
. (3.45)

What (3.43, 3.44) tell us is that the difference between the phases of the

wave functions on each superconductor can adjust itself to allow for the

transport of a constant current, without any measurable voltage, up to a

critical value i0. Beyond this value, a voltage develops between the two ends

of the junction. This is the celebrated Josephson effect which was originally

obtained by a fully microscopic approach (Josephson, 1962). The simple phe-

nomenological method presented here is attributed to Feynman (Feynman,

1998).

These two particular effects will be very important for us in discussing

the devices treated later in the book.

3.4 Superconducting devices

In this section, and from now onwards, we shall always adopt the mks system

when dealing with circuit or devices applications of superconductivity. The

reason for this option is not to encumber our expressions with extra factors

involving the speed of light c.

3.4.1 Superconducting quantum interference devices (SQUIDs)

Our first device consists of a superconducting ring closed by a Josephson

junction (see Fig. 3.4). We shall be particularly interested in the so-called

weak links (metallic junctions or point contacts).
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Let us suppose that our SQUID ring is subject to an external field perpen-

dicular to its plane and we wish to study the dynamics of the total magnetic

flux comprised by the ring. If we had an ordinary ring, we have just seen

that the total flux would be quantized in units of φ0. However, in this new

example this quantization rule will be modified slightly.

H
X

G

1

2

Figure 3.4 SQUID ring

This modification comes about because if the two points 1 and 2 in (3.34)

are located right at the two terminals of the junction (see Fig. 3.4), it must

be more carefully analyzed. Let us rewrite it as

2
ż

1

J ¨ dr “
nseh̄

m

2
ż

1

∇θ ¨ dr´ nseh̄

m

2π

φ0

2
ż

1

A ¨ dr. (3.46)

The term on the l.h.s. of (3.46) still vanishes if Γ is a path deep into the

superconducting ring . The last integral on the r.h.s, due to the continuity

of A, can be approximated by the integral along a closed loop which results

in the flux φ through the ring. The only term that deserves more attention

is the remaining one, which we split as

ż

Γ

∇θ ¨ dr “
¿

∇θ ¨ dr´
1
ż

2

∇θ ¨ dr, (3.47)

and, since θ is a phase, conclude that
ż

Γ

∇θ ¨ dr “ 2πn´∆θ (3.48)



68 Elements of superconductivity

where ∆θ ” θ1 ´ θ2. Consequently, we can write the new quantization rela-

tion for the SQUID as

φ`
φ0

2π
∆θ “ nφ0. (3.49)

It should be noticed that when ∆θ “ 0, one recovers the usual flux quanti-

zation in a uniform ring.

Now let us analyze the behavior of the total magnetic flux inside the

SQUID ring. As we know from elementary electrodynamics, the total flux

can be written as

φ “ φx ` Li (3.50)

where φx is the flux due to the external field Hx perpendicular to the plane

of the ring, L is the self-inductance of the ring and i its total current. The

latter can be decomposed, in the so-called resistively shunted junction (RSJ)

model (Likharev, 1986), as

Josephson current : This is the current component due to the tunnelling of

Cooper pairs through the link and is given by

indexJosephson current (3.43)

is “ i0sin∆θ (3.51)

Normal current : This originates from the two-fluid model (3.33) and obeys

Ohm’s law

iN “
V

R
(3.52)

where V is the voltage across the junction and R the normal resistance of

the material in its normal phase.

Polarization current : This last bit comes from the fact that there is a finite

junction capacitance, C, and reads

ic “ C 9V . (3.53)

Assuming that the total current is given by the sum of these 3 components

we get

i “ i0sin∆θ `
V

R
` C 9V (3.54)

which, inserted in (3.50), reads

φx ´ φ

L
“ i0sin

2πφ

φ0
`

9φ

R
` C :φ (3.55)
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where we used the fact that V “ ´ 9φ. This is the equation of motion of a

particle of “coordinate” φ in a potential (see Fig. 3.5)

Upφq “
pφ´ φxq

2

2L
´
φ0i0
2π

cos
2πφ

φ0
(3.56)

and (3.55) becomes

C :φ`
9φ

R
` U 1pφq “ 0 (3.57)

where, as usual, U 1pφq ” dU{dφ.

In reality one should add a white noise fluctuating current If ptq to the r.h.s

of (3.57) in order to properly account for the thermodynamical equilibrium

properties of the system. With this additional term (3.57) is nothing but

the well-known classical Langevin equation for the Brownian motion (Wax,

2003).

In order to appreciate the diversity of physical phenomena in (3.56), it is

worth analyzing that potential in some detail.

The minima of Upφq are the solutions, φm, of U 1pφq “ 0 subject to

U2pφmq ą 0. This leads us to two distinct cases:

(i) 2πLi0{φ0 ą 1 ñ several minima;

(ii) 2πLi0{φ0 ď 1 ñ only one minimum.

In Figs. 3.5, 3.6 and 3.7 we sketch the form of Upφq for three distinct

values of the external flux φx for case (i) above.

Suppose that at t “ 0 there is no external field and the superconducting

current is zero . In this case the equilibrium value of the flux inside the

SQUID is also zero (point P in Fig. 3.5). As we slowly turn on the external

field Hx, the potential Upφq changes accordingly and the equilibrium value

of φ follows its potential well adiabatically until it becomes an inflection

point of Upφq. In this example, we clearly see the initial equilibrium posi-

tion moving from P Ñ P 1 Ñ P 2. It is worth noticing that the adiabatic

approximation is valid only when dHx{dt is much smaller than any typical

frequency resulting from (3.57), namely, rU2pφmq{Cs
1{2 or 1{2RC. In this

way it is possible to see a broad region of values of Hx throughout which

the initial flux changes from a stable to a bistable and, finally, a metastable

configuration.

The realization that the dynamics of φ is really Brownian comes through

the study of the decay of its metastable configuration by thermal fluctuations

(Kurkijärvi, 1972). Here, as Hx increases, the value of φ that adiabatically

evolves from φ “ 0 might jump to its neighboring minimum before Hx

reaches H˚x , the field at which the initial local minimum would become an
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U( )

.
P

Figure 3.5 Potential energy for φx “ 0

.
P’ 

U( )

Figure 3.6 Potential energy for φx “ φ0{2

inflection point of Upφq. The mechanism responsible for this transition is

thermal activation over the potential barrier that keeps this configuration

metastable. The probability of decaying from the metastable state in the

SQUID ring nicely fits the results obtained by regarding φ as the coordinate

of a Brownian particle.

The observation of the above-mentioned phenomena was made at tem-

peratures of about 4 K (for a Nb SQUID). However if the temperature is

lowered below 1 K thermal fluctuations are not so intense to trigger this

process. Interestingly, for the SQUID parameters such as C » 10´12 F,

L » 5 ˆ 10´10 H and i0 » 10´5 A, one has T0 ” h̄ω{kB » 1 K, where ω is
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P’’
.

U( )

Figure 3.7 Potential energy for φx “ φ0

one of the natural frequencies of the SQUID. This means that for T ď 1 K

quantum effects are important and therefore one should ask about the pos-

sibility of observing the same transition driven by another mechanism: for

example, quantum tunneling, like in the magnetic examples we have seen

before. In this case one should start by neglecting the dissipative term and

proceeding with the canonical quantization applied to the Hamiltonian in

terms of the flux variable, which allows us to write a Schrödinger equation

for the fictitious particle represented by the coordinate φ,

ih̄
Bψpφq

Bt
“ ´

h̄2

2C

B2ψpφq

Bφ2
` Upφqψpφq. (3.58)

From then onwards we can apply, for example, the standard WKB method

to describe the tunneling of the lowest energy state initially prepared about

the metastable minimum of the potential Upφq (see Fig. 3.7).

This procedure would not be useful only for studying the phenomenon of

decay of a metastable configuration but one could also study the coherent

tunneling between two bistable configurations or the level structure within

a stable potential well. In the former case we restrict ourselves to the two-

dimensional Hilbert space spanned by the two lowest energy eigenstates of

the potential of Fig. 3.6. Here, we can also apply approximation methods

to describe the coherent tunneling between the two bistable minima of that

potential once the initial state is on a given side of the potential barrier, as

we will see later on.

We shall address these issues shortly, and their interpretation in future

sections.
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3.4.2 Current biased Josephson junctions (CBJJs)

Suppose we have now a weak link coupled to a current source which provides

a constant current Ix to the system. In this case the variable of interest is the

phase difference, ∆θ, across the weak link and here the RSJ model can once

again be applied. Nevertheless, we shall get the desired equation of motion

for the phase difference as a natural limiting process from the equations

already deduced for the SQUID ring.

We can easily get the dynamics of ∆θ using (3.57) and the fact that the

current biased junction is an extreme case of a huge SQUID where LÑ8,

φx Ñ8 but φx{L “ Ix, the current bias. Moreover, since the flux inside the

ring ceases to make any sense for the junction with a current bias one must

rewrite it in terms of the phase difference ∆θ as (see (3.49))

φ “ ´
φ0

2π
∆θ ”

φ0

2π
ϕ (3.59)

and (3.57) becomes

φ0

2π
C :ϕ`

φ0

2πR
9ϕ` Ũ 1pϕq “ 0, (3.60)

where

Ũpϕq “ ´Ix ϕ´ i0 cosϕ. (3.61)

Now it is ϕ which is representing the “coordinate” of a Brownian particle in

the so-called washboard potential (Fig. 3.8). In order to recover a function

Upϕq with dimension of energy we must multiply the equation of motion

(3.60) by φ0{2π and then, the potential energy becomes,

Upϕq “ ´Ix
φ0

2π
ϕ´ EJ cosϕ, (3.62)

where we have just defined the Josephson coupling energy as

EJ ”
φ0i0
2π

. (3.63)

When the external current is zero, there is no phase difference across the

junction. As the external current is increased, the phase across the junction

adjusts itself so the current can cross the junction without the generation of

any finite voltage. But, when Ix ě i0 ( see (3.43) and (3.44)) a finite voltage

develops across the junction. In our mechanical analogy this means that the

maxima and minima of the washboard potential coalesce at Ix “ i0 and

beyond this value our particle runs downhill which means that ϕ varies with

time. The current-voltage characteristic for a CBJJ is shown in Fig. 3.9.



3.4 Superconducting devices 73

U( )

Figure 3.8 Washboard potential

Ix 

V 

i0 

Figure 3.9 Voltage-current characteristic of a CBJJ

However a finite voltage can be generated even before i0 is reached be-

cause, once again, thermal fluctuations could drive our fictitious particle out

of its equilibrium position by overcoming the potential barrier. Now, if the

temperature is not high enough to create intense thermal fluctuations, one

could also in this case enquire about the possibility of tunneling induced

voltage across the junction. This means that our fictitious particle of coor-

dinate ϕ tunnels through the potential barrier provided by the washboard
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potential. Once again we must neglect the dissipative term in the equation

of motion of ϕ in order to apply the canonical quantization procedure to

this problem as well.

3.4.3 Cooper pair boxes (CPBs)

The CPB is exactly the same device as the CBJJ with the only difference

that now the capacitance of the junction is so small that the charging energy

becomes much larger than the Josephson coupling energy. Let us see what

results from this fact.

In the preceding example we have implicitly referred to the Hamiltonian

operator of the fictitious particle when dissipation is neglected. Its explicit

form reads

H0 “
Q2

2C
` Upϕq where Q “ ´ih̄

B

Bpφ0ϕ{2πq
. (3.64)

The charge Q and the variable φ0ϕ{2π are canonically conjugate variables,

or else, Pϕ “ φ0Q{2π is the momentum canonically conjugated to ϕ. This is

the operator we use to describe the above-mentioned quantum mechanical

effects and which generates the equation of motion (3.60) in the classical

limit (for R Ñ 8). It also allows us to define another important energy

scale for the problem, namely, the charging energy which is given by

EC “
e2

2C
. (3.65)

In the case of an unbiased junction one has a perfectly periodic potential

Upϕq and therefore the solution of the quantum mechanical problem requires

the knowledge of the appropriate boundary conditions. When EJ " EC , this

is not so important because the quantum states are well localized about the

minima of the potential (fixed phase), reminding us of localized orbitals in

solid state physics. In this case, a current bias would be the analogue of

an electric field tilting a periodic potential. However, for capacitances such

that C À 10´15F one has EC " EJ and the description in terms of localized

states is no longer appropriate. Therefore, one should borrow the well-known

expression of the Bloch’s theorem for a particle moving in a one-dimensional

potential and write the eigenstates of the system as

ψn qpϕq “ exp
!

i
´ q

2e

¯

ϕ
)

unpϕq, (3.66)

where ϕ represents the coordinate of the fictitious particle, unpϕq is a 2π -

periodic wave function and q{2e plays the same role as the quasi-momentum
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of that particle. We will refer to q as the quasi-charge which is supplied to

the junction when it is subject to an external field or current such that

qptq “ q0 `Qxptq where

Qxptq “

t
ż

t0

dt1Ixpt
1q, (3.67)

and “the first Brillouin zone” of this system extends over the range ´e ď

q ď e. This is clearly analogous to the “nearly free electron” approximation

in solids. In practice, the set up of a CPB is more subtle than that we are

presenting here and we shall return to this issue later in the book.

En(q)

2ee q

Figure 3.10 Energy bands

The way to tackle the problem described by the Hamiltonian (3.64) is to

apply it to (3.66) which, within the adiabatic approximation, results in a

new eigenvalue problem given by

Hq unpϕq “
pQ` qq2

2C
unpϕq ` Upϕqunpϕq “ Enpqqunpϕq where

Q “ ´2ie
B

Bϕ
, (3.68)

subject to

unpϕ` 2πq “ unpϕq. (3.69)

As we know from solid state physics this system will present an energy

band structure as in Fig. 3.10 where the lowest energy gaps open up in

the neighborhood of q “ p2p ` 1qe where p is an integer. So, Cooper pair
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tunneling allows the system to decrease its energy as more charge is fed into

the junction (Schön and Zaikin, 1990). We shall return to the discussion of

this point in the last section of this chapter. However, before interpreting

physically what is really taking place in the junction, we can foresee very

interesting effects in this new situation such as Bloch oscillations, if we

still very slowly feed charge to our circuit or, for slightly faster rates, the

occurrence of Zener tunneling between the two lowest energy bands (Schön

and Zaikin, 1990).

3.5 Vortices in superconductors

Let us now return to the bulk properties of superconductors.

So far we have been dealing with superconductors that, for external mag-

netic fields below the critical value Hc, the total field inside the supercon-

ducting sample is zero, which implies H “ ´4πM where M is the magneti-

zation of the specimen. Above Hc, the field fully penetrates the material as

shown in Fig. 3.11. These are examples of materials we call type I supercon-

ductors. They are usually very clean pure metallic compounds.

-4πM 

HC H 

Figure 3.11 Magnetization in a typeI superconductor

However, the great majority of substances that present superconductivity

do not behave in this way. They indeed expel the magnetic field from the

interior of their samples, but only until the external field reaches Hc1. As the

external field is further increased, it starts to penetrate the sample until it

reaches Hc2 and a full penetration is accomplished as can be seen in Fig. 3.12.

These are the so-called type II superconductors which are usually metallic

alloys and do not need to be very clean.
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-4πM 

HC1 H HC2 

Figure 3.12 Magnetization in a typeII superconductor

A very interesting characteristic of this new kind of superconductor is the

way they allow the magnetic field to penetrate their interior before they

become a normal metal. In order to make things simple, let us imagine a

very long superconducting cylinder subject to a magnetic field parallel to its

axis, say, along the ẑ direction. When the field is increased past Hc1, tubes

of magnetic field enter the sample as in Fig. 3.13 and therefore increase the

total field inside it. As one goes on increasing the field, more and more lines

(tubes) penetrate the specimen giving rise to an ordered hexagonal struc-

ture of vortices, the Abrikosov vortex lattice or Schubnikov phase(see, for

example, (De Gennes, 1999) and Fig. 3.14). This ordered structure appears

because, due to vortex-vortex interaction, it becomes the most stable spa-

cial configuration of vortex lines possible. When one reaches a second critical

value, Hc2, the vortices coalesce and the external field finally penetrates the

cylinder fully.

Figure 3.13 Flux tubes
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H 

Figure 3.14 Abrikosov lattice

Despite the importance of the study of vortex lattices, let us return to

the case of a single line and try to understand the energetic balance which

is responsible for its very appearance. In order to do that we shall start by

analyzing the issue of the normal-superconducting interface again.

As we have seen in Section 3.1, the phenomenological London equation

(3.2) together with the Maxwell equation (3.3) suffice to explain the space

dependence of the magnetic field on crossing an interface between a normal

and a superconducting material. We have also seen in Section 3.2 that in-

side the superconducting material there exists a condensate wave function

(order parameter) which can be interpreted (at least at T “ 0) as the wave

function of the center-of-mass coordinate of a Cooper pair. However, this

interpretation was based on the separation of center-of-mass and relative

coordinate wave functions of the pair, a procedure which is clearly not valid

close to the interface separating the two materials. Since the order param-

eter must vanish in the normal region, there must be a length scale within

which it changes from its maximal value (deep inside the superconductor)

to zero. It is intuitively plausible to assume that it is the relative coordi-

nate wave function which determines this length scale, because at distances

of the same order of the pairs’ size from the interface, the center-of-mass

and relative coordinate wave functions can no longer be separated and both

will vanish according to the external potential provided by the interface. We

shall call this distance the coherence length, ξ, of the superconductor. At

zero temperature and for pure metals, this length coincides with the size of

the Cooper pair, ξ0, as we have argued above. It is then the typical distance

over which the electronic velocities are correlated. When T ‰ 0 it becomes

temperature dependent and serves as a measure of the characteristic length

of the velocity-velocity correlation function in the superconducting phase.

This whole argument about the existence of an additional length scale
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in the superconducting phase naturally leads us to estimate the size of the

Cooper pair. Although one might think that we would need a full microscopic

formulation to do this, we show next that it can be done with very little

microscopic insight.

Let us start with a gas of non-interacting electrons at T “ 0. It is well-

known that the ground state of the system is described by the Fermi sphere

completely filled with two electrons, with opposite spins, for each allowed

value of momentum up to the so-called Fermi momentum, pF , from which

we define the Fermi velocity, vF ” pF {m. Therefore, the energetic cost to

create an excitation very close to the Fermi surface of the system is zero, no

matter what it is; an extra electron, a hole or an electron-hole pair.

However, for superconductors, we have already discussed that the rigidity

of the superconducting wave function implies the existence of an energy gap,

∆, in the spectrum of excitations of this phase, which is also corroborated

by a plethora of experimental results (see, for example, (De Gennes, 1999)).

In this case, electrons at the Fermi surface experience attractive interaction

and deplete the formerly plane wave energy eigenstates within the energy

shell

EF ´∆ ă
p2

2m
ă EF `∆, (3.70)

in order to form bound pairs. In (3.70), EF is the Fermi energy. Assum-

ing that ∆ ăă EF , this equation implies that only electrons within the

momentum shell δp “ 2∆{vF participate in the formation of wave packets

representing the Cooper pairs which, by the uncertainty principle, has a

width

δx 9
h̄

δp
“
h̄vF
2∆

. (3.71)

The proportionality constant implied above is, for convenience of comparison

with the microscopic theory, given by 1{π and then

ξ0 “
h̄vF
π∆

. (3.72)

At finite temperatures, when one really has to reinterpret the condensate

wave function as an order parameter, the coherence length must be replaced

by a temperature dependent expression, ξpT q, which must diverge at the

transition temperature. In other words, the pairs unbind at Tc as the su-

perconducting fraction of electrons vanishes. Actually, the temperature de-

pendence of both λpT q (the temperature dependent penetration depth) and

ξpT q is the same, which means that the characteristics of different super-
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conductors only depend on the ratio λL{ξ0. Analysis of the physical pa-

rameters of several materials reveals that pure metals have λL{ξ0 ă 1{
?

2,

whereas metallic alloys have λL{ξ0 ą 1{
?

2 (the factor 1{
?

2 comes from the

Ginzburg-Landau theory ((Tinkham, 2004; De Gennes, 1999))). In the for-

mer case, we see that the hypothesis of locality implicitly assumed in (3.7)

does not make sense any more since the spatial variation of the vector po-

tential is fast within the superconducting coherence length. Therefore, the

supercurrent density Jsprq must be obtained from an average of the vector

potential Apr1q over a region such that |r ´ r1| ă ξ0. This is the essence

of the Pippard phenomenological theory for type I superconductors (Tin-

kham, 2004; De Gennes, 1999) that we have already mentioned earlier in

this chapter but will not explore in this book.

In the latter case above, the variation of the vector potential is, on the

contrary, very slow over ξ0 and, consequently, equation (3.7) holds fully.

It is interesting to notice that it is for alloys or dirty metals that (3.7)

provides us with an appropriate description of the superconducting state.

However, the expression of the penetration depth given by (3.11) must be

properly modified in these cases (Tinkham, 2004; De Gennes, 1999). For our

present purposes, we do not need to go that far into the phenomenology

of superconductivity and will always rely on equation (3.7) with a given

phenomenological penetration depth larger than ξ0.

Once one has these two lengths, the energetic balance due to the exis-

tence of an interface between a normal metal and a superconductor can be

elaborated using simple thermodynamic arguments. This is readily done in

(De Gennes, 1999) and the general reasoning goes as follows.

If we assume that both the order parameter and the magnetic field change

abruptly at the interface, it can be shown that the free energy difference

between the normal and superconducting phases, which is called the con-

densation energy, is given by

FN ´ FS “
H2
c

8π
(3.73)

where FN and FS are, respectively, the Helmholtz free energy densities of

the normal and superconducting phases. Nevertheless, when we consider

the finite values of both lengths, this free energy balance changes. Due to

the decrease of the superconducting order parameter as one approaches the

interface, there is a reduction of the condensation energy in a shell of thick-

ness ξ about the interface. This gives rise to a surface tension of the order

of H2
c ξ{8π. In contrast, the penetration of the magnetic field in the super-

conducting region gives rise to another surface tension term proportional to
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´H2
c λ{8π. Therefore, we see that the net result is that the presence of the

interface produces a change in the condensation energy density given by

FN ´ FS “
H2
c

8π
`
H2
c

8π

pλ´ ξqS

V
(3.74)

where S and V are, respectively, the area of the interface and the volume of

the superconducting sample.

If we allow for the presence of vortices inside the sample and make use

of these results, it is clear that for type II superconductors it will be en-

ergetically more favorable to have as many vortices as possible since the

free energy density difference in (3.74) is further increased in this case. The

reason why this process of increasing the number of vortices stops is sim-

ply because the vortex-vortex interaction is repulsive as we shall see below.

However, since we will mostly be interested in the dynamics of vortices, let

us elaborate a bit more on the structure of a single vortex before we discuss

the interaction between them.

Since the field penetrates a cylindrical region fully in order to form the

vortex, superconductivity must be destroyed within this region and conse-

quently normal electrons fill up the vortex core. Therefore, the superconduc-

tor with a vortex is a clear example of a multiply connected superconducting

sample which leads us back to the discussion prior to the expression (3.38)

of flux quantization in Section 3.3 above, and makes us conclude that the

vortex must carry an integer number of flux quanta φ0. Actually, using the

expression

εl “
1

8π

ż

rą ξ

dSpλ2 |∇ˆ hprq|2 ` h2prqq (3.75)

for the energy per unit length, εl, of the vortex line, we can conclude that

many vortices carrying one flux quantum are energetically more favorable

than a single vortex carrying many flux quanta. In expression (3.75) above,

the first term is the total energy due to the presence of persistent currents

and the second one refers to the magnetic field energy (De Gennes, 1999).

The integration is performed over a flat surface perpendicular to the vortex

axis and is valid only if we neglect core effects which is a good approximation

for extreme type II superconductors (κ ” λL{ξ0 ąą 1) as discussed in (Tin-

kham, 2004; De Gennes, 1999). This integral was evaluated in (Tinkham,

2004) and the final result is

εl “ ε0 lnκ (3.76)
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where we have defined

ε0 “

ˆ

φ0

4πλ

˙2

(3.77)

as the characteristic scale of the vortex linear energy density.

Once we know this expression, it is possible to evaluate the elastic energy

functional of a distorted vortex tube as

Fel “

ż

dz εl

$

&

%

«

1`

ˆ

Bu

Bz

˙2
ff1{2

´ 1

,

.

-

«

ż

dz
εl
2

ˆ

Bu

Bz

˙2

, (3.78)

where upzq “ ruxpzq, uypzqs is the transverse displacement of the line from

its equilibrium position, when it is placed along the ẑ direction.

Another interesting energy term which is usually neglected for being very

small compared with the other parameters appearing in the description of

the dynamics of the line (Blatter et al., 1994) refers to its inertial mass or, in

other words, is the linear density of kinetic energy of the vortex. Its existence

is due to a very simple argument, although its precise determination requires

a better understanding of the microscopic theory of superconductivity (see

(Blatter et al., 1994; De Gennes, 1999)). Nevertheless, since our main goal

here is to appeal for phenomenological arguments, we will content ourselves

with the more heuristic reasoning given in (Blatter et al., 1994) which we

repeat below.

It is a very reasonable hypothesis (as we have mentioned above) to consider

the vortex as a tube of radius ξ (region where the order parameter vanishes)

completely filled with normal electrons. In order for this to happen , a frac-

tion of 2πξ2NpEF qδε electrons per unit length must be localized within the

vortex tube, where δε “ ∆ » h̄vF {πξ. Here, NpEF q “ mekF {2π
2h̄2 is the

usual density of states (per spin) at the Fermi level and me, kF , and vF are,

respectively, the electronic effective mass, Fermi momentum and Fermi ve-

locity. Since the effective mass of the electrons confined to the core changes

by an amount of the order of meδε{EF one has the linear density of mass of

the vortex given by

ml “
2

π3
mekF . (3.79)

There are also other contributions to the mass linear density term (Blatter

et al., 1994) but these turn out to be even smaller than the one we have just

presented. Therefore, we can regard the vortex in a type II superconductor as
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an elastic string with a very small linear kinetic energy density. Nevertheless,

the elastic and the kinetic energy terms are not the only ones acting on the

string. There are other very important contributions we shall address from

now on.

In order to do that let us return to the problem of two vortex lines. We

shall see that in so doing we will not only find the new contributions to

the energy of a single vortex but also answer the previous question of the

interaction between them.

Following (Tinkham, 2004), we start with the assumption that since we

are dealing with a type II material, the vortex cores are very small and,

consequently, we can write the total field at a point r as

hprq “ h1prq ` h2prq (3.80)

where h1p2qprq is the field produced by the vortex 1p2q at r. Then, using this

expression in (3.75) one has a vortex pair energy per unit length, El, given

by

El “
φ0

8π
rh1pr1q ` h1pr2q ` h2pr1q ` h2pr2qs, (3.81)

where φ0 is the usual flux quantum which is carried by each vortex and we

assumed that the field is along the ẑ direction. This expression clearly shows

that the total energy of the vortex pair is written as a sum of the individual

self-energies of each vortex plus the interaction energy between them, ∆El,

which is given by

∆El “
φ0

4π
h1pr2q (3.82)

since, by symmetry, h1pr2q “ h2pr1q. Just for the sake of completeness, the

expression for hprq has been evaluated in (Tinkham, 2004) and reads

hprq “
φ0

2πλ2
K0

´ r

λ

¯

. (3.83)

K0prq is the zeroth-order Hankel function of imaginary argument which

decays exponentially for r Ñ 8 and has a logarithmic behaviour for ξ ăă

r ăă λ. Therefore one has

∆Elpr12q “
φ2

0

8π2λ2
K0

´r12

λ

¯

, (3.84)

where r12 ” | r1 ´ r2|, and the force between the two vortices can now be

evaluated easily if we use, for example, that

fpr2q “ ´∇2∆Elpr12q “ ´
φ0

4π
∇2h1pr2q. (3.85)
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In the above, ∇2 means that the gradient must be applied on r2. Now,

remembering that hpriq is actually the component of the magnetic field on

each vortex along ẑ we can use (3.3) to express ∇2 ˆ h1pr2q as 4π J1pr2q{c,

perpendicular to ẑ, and write the force per unit length acting on the vortex

at r2 due to the one at r1 as

fpr2q “ J1pr2q ˆ
Φ0

c
, (3.86)

where Φ0 ” φ0ẑ, which clearly shows that this force is repulsive, as we

anticipated before. Therefore, the tendency for the creation of more vortices

is balanced by the repulsive force between them until one reaches Hc2 when

they coalesce and the field penetrates the sample fully. Before this has been

accomplished, but Hc1 ă H ă Hc2, the vortices reach stable equilibrium in

a hexagonal lattice.

Expression (3.86) is actually quite general and can be extended to the

case of a single vortex located at r subject to a current density Jprq. It then

reads

fLprq “ Jsprq ˆ
Φ0

c
, (3.87)

where Jsprq is now the total supercurrent density at r. This is the well-known

Lorentz force.

This expression allows us to extract all we need about the motion of

vortices in a superconductor. For simplicity, let us assume that there is only

one single vortex in our specimen, free to move, and subject to a transport

current Jsprq. By (3.87), the vortex starts to move perpendicular to the

current density and in so doing, it becomes subject to many possible effects

(Blatter et al., 1994).

The first one is due to its relative motion to the total superfluid velocity

imposed by Jsprq, which results in the famous Magnus force (see (Blatter

et al., 1994) and references therein). Once it has acquired a velocity vl, it

feels a force

fM prq “ ρsrvsprq ´ vls ˆ
Φ0

c
. (3.88)

Furthermore, a vortex in motion relative to the underlying lattice of the

superconducting material (laboratory frame) implies that,

i) the normal charges inside the vortex core will start to move relative to

the ionic lattice and, consequently, tend to relax towards a stationary regime

due to the electron-ion interaction, and

ii) since the magnetic field is now time-varying it generates an electric field

in the direction of the motion.
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Both facts (i) and (ii) above obviously lead to dissipative and Hall effects.

The detailed study of vortex motion is by no means simple (for one of

the simplest approaches, see, for example, (Bardeen and Stephen, 1965)),

but, once again, since we are only interested in the more phenomenological

approach to the problem, one can write a general equation of motion for an

element of a stiff vortex as (Blatter et al., 1994)

ml 9vl ` ηlvl ` αlvl ˆ ẑ “ fL, (3.89)

where the dissipative and Hall coefficients are given by

ηl “
φ0

c
ρs

ω0τr
1` ω2

0τ
2
r

αl “
φ0

c
ρs

ω2
0τ

2
r

1` ω2
0τ

2
r

. (3.90)

Here, ω0 and τr are, respectively, the frequency of the level separation of

electrons (quasi-particles) bound to the vortex core and the scattering relax-

ation time. Notice that although both parameters tend to zero as ω0τr ăă 1,

the motion will be dominated by the dissipative term in this case. On the

contrary, in the so-called ultra-clean limit, ω0τr ąą 1, ηl Ñ 0 whereas

αl Ñ φ0ρs{c. So, in the latter case, if the total current density is ρsvs the

vortex is dragged by the superfluid velocity, which means fM “ 0. This is

what one usually observes in ordinary superfluid flow when there is no lattice

effect to which the carriers must relax.

Finally, there is another effect extremely important for the vortex dynam-

ics which is (similarly to what we have seen for magnetic walls) pinning. Due

to lattice defects, impurities or anisotropies, the vortex line can be trapped

within a given region of the material. It will only be released if one has strong

enough currents to provide us with a Lorentz force capable of taking the line

away from this pinned configuration. So, if the transport current is high but

not enough to create a strong Lorentz force, there will be no dissipative

effect generated by the vortex motion, which is what one desires for prac-

tical applications, such as the development of high fields superconducting

magnets.

Pinning theory, as in our study of magnetic systems, can be separated into

strong and weak (collective) cases. Although the microscopic mechanisms

responsible for the creation of the linear potential energy density for vortices

in superconducting systems may be very different from those for creating

linear or surface potential energy densities for walls in magnets, the resulting

mathematical formalism for the dynamics of these objects is basically the

same in either case. Suppose, for instance, we relax the condition of stiffness
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of the vortex line in (3.89) and assume that it is pinned by a linear potential

energy density Vpinpupz, tqq. Then, we can write

ml
B2upz, tq

Bt2
` ηl

Bupz, tq

Bt
` αl

Bupz, tq

Bt
ˆ ẑ´ εl

B2upz, tq

Bz2
`

`
BVpinpupz, tqq

Bupz, tq
“ fL, (3.91)

where upz, tq is now the time dependent transverse displacement of the line

from its equilibrium position. If we now consider the ultra-clean limit we

have mentioned above, we can neglect both αl and ηl and (3.91) acquires

exactly the same form as the equation of motion we have already treated in

(2.81). Therefore, the whole analysis made for either strong or weak pinning

of magnetic walls can be repeated here, step by step, once we replace: y Ñ z,

upy, tq Ñ upz, tq , cs Ñ εl{ml, Ṽpin Ñ Vpin{εl and ´pH{Hcq1{ζ Ñ fL.

Remember upy, tq was a displacement along the x̂ direction whereas upz, tq

is now in the xy plane. Likewise, the equivalent form of the potential energy

functional (2.87) becomes

Hrupz, tqs “
`8
ż

´8

dz

«

εl
2

ˆ

Bupz, tq

Bz

˙2

` Vpinpz,upz, tqq ´ fL ¨ upz, tq

ff

,

(3.92)

where Vpinpz,upz, tqq can be replaced by VRpz,upz, tqq which satisfies (2.83),

(2.84), and (2.85) whenever appropriate.

Although it would be pointless to go through all the details of that analysis

again (the reader is urged to follow the discussion from (2.81) to the end of

that section) we think it would be instructive to review the main conclusions

thereof as applied to the present case.

Let us start with the strong pinning situation. Here we also have a quantity

we can change in order to release the vortex from its pinning configuration.

In the present case, it is the external transport current density which, at a

critical value jd (analogous to Hd in magnetic systems), distorts the effective

pinning potential in Fig. 3.15, changing the stable configuration into an un-

stable one and allowing for what is known as flux flow. On the other hand,

if we keep the current just below jd and wait long enough, thermal fluctua-

tions can excite line segments of the vortex over the potential energy barrier

and, depending on the length of this segment, the vortex either returns to

its original configuration, for L ă Lp (the critical length), or is otherwise

dragged downhill. This is the case of a single potential minimum. If the pin-
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Figure 3.15 Flux flow

ning potential allows for more than one minimum energy configuration, the

excited vortex segment is accomodated in the next potential energy mini-

mum and, for L ą Lp, subsequently expands, bringing the rest of the vortex

to the new configuration. This expansion can be viewed as two distorted

parts of the line (kink-anti-kink) moving away from one another, as we also

had for magnetic walls. When this phenomenon occurs repeatedly one has

what is called flux creep (Tinkham, 2004) which is the vortex motion due

to thermal hopping between metastable energy configurations.

In the weak pinning case things are a little more subtle, as we have already

seen for magnetic walls depinning. However, the phenomenological approach

to the present situation follows exactly the same reasoning we have employed

for that case and, once again, we can define a collective pinning length, Lc, a

collective pinning barrier, Uc, and a depinning current, jdep, analogously to

what we have done in (2.90), (2.91), and 2.92), respectively. The difference

here in that the line goes on hopping from one metastable configuration to

the next one by a diffusive motion through the depinning of segments of

length Lc. Therefore, we can also study in this case the effects of flux creep

for j ă jdep or flux flow for j ą jdep . For a thorough treatment of this

problem to the particular case of vortices in superconductors we refer the

reader to (Blatter et al., 1994).
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If wee now compare the above arguments to those previously used for

SQUIDs or CBJJs, the next step would naturally be to enquire about the

possibility of observing flux creep driven by quantum fluctuations. Here, we

can also try to measure finite damping effects or magnetization relaxation

in superconducting samples due to the motion of vortex lines at extremely

low temperatures when we keep the current density below jd or jdep. If such

a motion exists (once again neglecting dissipative effects) it is bound to take

place due to quantum mechanical tunneling of the vortex line, or, in other

words, by quantum creep.

Before leaving this section we would like to introduce another concept of

great importance regarding vortex 1 motion, in particular in relation to the

Josephson effect. This is the phenomenon of phase slip (Anderson, 1966)

which we explain below.

1  2  I I u 

l 

Figure 3.16 Phase slip

Suppose we have a superconducting sample where a current flows from

point 1 to point 2 in Fig. 3.16 and let us, only for simplicity, connect them

by a straight line. Now, if a vortex crosses the line joining 1 and 2 we can

write

¿

∇θ ¨ dl “
2
ż

1

p∇θql ¨ dl`
1
ż

2

p∇θqu ¨ dl “ 2π, (3.93)

where the closed path involves the vortex and contains the endpoints 1 and

2. The integral of p∇θqlpuq means that we perform it along the lower (upper)

1 We are now referring to the so-called Josephson vortices in contrast to the previously
introduced Abrikosov vortices. For a discussion on the difference between them see Likharev
(1986).
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part of the closed curve. Therefore,

pθ1 ´ θ2qu ´ pθ1 ´ θ2ql ” ∆θu ´∆θl “ 2π. (3.94)

So, we can say that every time a vortex crosses the straight line, there must

be a phase change of 2π between 1 and 2. If there are N vortices crossing

the line per unit time one has

d∆θ

dt
“ 2π

dN

dt
, (3.95)

which with the help of the Josephson relation (3.44) becomes

V “ φ0
dN

dt
. (3.96)

Now, if we have nv vortices per unit area moving with constant speed vL,

perpendicular to the straight line segment of length d joining 1 and 2, (3.96)

becomes

V “ φ0nvvLd. (3.97)

Since in the case considered here we expect that the constant vortex speed

be proportional to the imposed current i, this expression clearly shows us

that the vortex flow in the system induces a resistive behaviour for i.

3.6 Macroscopic quantum phenomena in superconductors

In the preceding section we have described three different kinds of supercon-

ducting device and also the motion of vortices in bulk superconductors. In

all of them we raised some expectation toward the possibility of observing

quantum mechanical effects with regard to some specific variables which al-

ways played the role of the coordinate of a fictitious particle, or even of an

extended object, in a given potential as we had done for magnetic systems.

For the latter, we have approached the problem from a more microscopic

point of view and have been able to interpret the physics of these effects in

terms of approximate quantum mechanical states of those systems. There-

fore, it is a natural question to ask now: What do we mean by macroscopic

quantum phenomena in the present superconducting systems?

Once again, we should anticipate that there will certainly be problems

related to dissipation in all those situations but we shall postpone the dis-

cussion on this issue to future chapters.

As we have seen from the beginning of this chapter until now, the very idea

of the existence of a wave function describing the superconducting conden-

sate leads us to the concept of a quantum mechanical macroscopic object.
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Therefore, something like flux quantization means that one can observe the

whole condensate generating screening supercurrents to oppose the external

field, and this happens for discrete values of the circulation of the charge car-

riers (Cooper pairs). Actually, we should mention here that although these

states are all metastable, their lifetimes are extremely long. What we con-

clude from this reasoning is that a superconducting ring behaves as a single

giant atom, something like a huge Bohr’s atom. It is quantum mechanical

but depends on the macroscopic occupation of a single quantum state or the

coherent motion of a macroscopic number of carriers.

Another effect that people refer to as a macroscopic quantum effect is

the Josephson effect itself. In the way we have introduced it we have made

explicit use of the overlap of the macroscopic wave function on different

sides of the junction. Nevertheless, this approach to the problem can be

reinterpreted as the overlap of the Cooper pair wave functions on each side

of the junction. Once again we are back to the concept of a single particle (or

pair) state which is macroscopically occupied. The only difference is that in

the present case this state refers to a linear combination of single pair states

on both sides of the non-superconducting barrier.

The quantum effects we have been referring to are somewhat more subtle.

Let us analyze them carefully from the SQUID ring point of view.

The minima of Upφq (Fig. 3.5) are reminiscent of the flux quantization

in an uniform ring. The weak link actually allows for an easier penetration

of the magnetic field in the superconducting material and, consequently, of

the flux in the ring. If there were no link, the potential barriers in Fig. 3.5

would be very high, of the order of the critical field for destroying supercon-

ductivity. Thus, it is the presence of the link that lowers the energy barriers

allowing for a given amount of flux 9 φ0 to cross the junction.

Owing to thermal fluctuations one does not need to reach the external

field at which the contact becomes normal. Since the junction has dimen-

sions comparable to the penetration depth it fluctuates between normal and

superconducting phases allowing for the passage of flux every now and then.

This is the interpretation of the thermal fluctuations driving the fictitious

particle over the barrier.

However, for low enough temperatures, the contact can be assumed in its

superconducting phase until H˚x is reached and the link becomes normal. So,

if it happens that the flux penetrates the ring it must go under a potential

barrier or, in other words, it crosses the small superconducting forbidden

region. That is the meaning of the flux tunnelling.

Since the flux is nothing but
ű

A¨dr, we have been discussing the quantum
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mechanics of the electromagnetic field subject to the boundary conditions

imposed by the superconducting material and geometry of the SQUID ring.

If we now remember that the electromagnetic field and charges in the

superconductor are coupled fields we know that the Hilbert space of the

composite system is the tensor product of the two Hilbert spaces EA of the

electromagnetic field and EM of matter. Bearing this in mind, we can analyze

the total state of the composite system in different flux configurations.

Suppose the flux is in the configuration P 2 of Fig.(3.7). In this case there is

a finite supercurrent in the ring that creates a field opposing the penetration

of additional flux inside it. Therefore, we can write the initial state |Φiy of

the composite system as

|Φiy “ |Aiy b |ψiy, (3.98)

where |Aiy and |ψiy are the initial states of the electromagnetic field and mat-

ter, respectively, and b stands, as usual, for the direct product. Remember

|ψiy carries a finite current.

Once the flux tunnels to its neighboring value, we must associate another

product state to this final configuration. Let us call it |Φf y which is given

by

|Φf y “ |Af y b |ψf y, (3.99)

where |Af y represents the state of the electromagnetic field with some flux

(„ φ0) inside the ring, whereas the state |ψf y now carries a current compat-

ible with the accommodation of that amount of flux inside the ring. We can

therefore write the quantum state of the composite system approximately

as

|ΦDptqy « e´
Γt
2 |Aiy b |ψiy `

b

p1´ e´Γtq |Af y b |ψf y, (3.100)

where Γ is the relaxation frequency (tunneling frequency) for the decay of

the initial state to an intermediate excited state of the final configuration,

|Φ
p˚q

f y, with the same energy as the former. Above we assume, as we have

done for magnetic systems, that the relaxation time, γ´1, for this excited

state to decay to the new ground state of the system is much shorter than

Γ´1. Although we have not said anything about dissipation, we should keep

in mind that its presence is essential for a transition of the same kind as the

one described in (3.100). Notice that this form for |ΦDptqy is not rigorous

and great care must be taken when we deal with the more realistic decay of

a quantum state, although we loosely use it for our present purposes.

Another interesting situation takes place when φx « φ0{2. The potential
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Upφq is now bistable and the flux inside the ring is bound to oscillate from

one minimum to the other. Our product state is then

|ΦBptqy « aptq |Aiy b |ψiy ` bptq |Af y b |ψf y, (3.101)

where |Aipfqy and |ψipfqy are respectively the initial (final) states of the

electromagnetic field and matter for this new configuration. The amplitudes

aptq and bptq are such that |aptq|2 ` |bptq|2 “ 1. It is this kind of quantum

state we are going to study below.

Neglecting dissipative effects we see that this state cannot be written

as a product of a state which belongs to EA and another belonging to EM
(actually, neither could |ΦDptq in (3.100) for any finite time). In other words,

it is an entangled state of electromagnetic and matter degrees of freedom.

Moreover, it also represents a genuine quantum mechanical superposition

of two macroscopically distinct quantum states of matter as in (2.93), in

the sense that they can be identified by distinct values of the macroscopic

currents they carry. This is again tantamount to the Schrödinger cat state,

whose possible existence for superconducting devices (Leggett, 1980) has

extensively been discussed in the literature for many years.

It is worth noticing that if we take the coordinate representation of |ΦBptqy

it is of the form

ΦBpr, r1, ..., rN , tq “ aptqAiprqψipr1, ..., rN q ` bptqAf prqψf pr1, ..., rN q,

(3.102)

which is remarkably different from those we had dealt with beforehand,

namely, the condensate wave function and the Josephson effect wave func-

tion. The difference from the former is quite obvious, but it is a bit more

subtle from the latter. Let us briefly try to stress it in what follows.

The Josephson effect can be understood as a superposition like

ϕpxi,yiq “ a
piq
R ϕRpxi,yiq ` a

piq
L ϕLpxi,yiq, (3.103)

where ϕRpxi,yiq and ϕLpxi,yiq are the ith pair wave functions in the su-

perconductor R and L, respectively. Therefore, the total wave function is

then

ϕpx1,y1,x2,y2, ...,xN{2,yN{2q “

N{2
ź

i“1

”

a
piq
R ϕRpxi,yiq ` a

piq
L ϕLpxi,yiq

ı

,

(3.104)

which is clearly different in its structure from (3.102). In short, the cat-like
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state is of the form

φC “ aφN1 ` b φ
N
2 , (3.105)

whereas the Josephson state is like

φJ “ paφ1 ` b φ2q
N{2, (3.106)

where φ1 and φ2 refer to single particle states at macroscopically distinct

configurations 1 and 2, respectively. A possible measure of quantification

of the degree of how macroscopic these states can be was originally given

in (Leggett, 1980). Therefore, we conclude that the quantum effects we are

addressing here are cat-like and, consequently, represent situations in which

a fairly large number of particles behave as a single quantum mechanical

object in a genuine superposition of states related to macroscopically distinct

configurations.

We can also apply the same ideas to the CBJJs. Although the description

of the phenomenon in terms of trapped flux does not make sense any more,

one can gain some insight into the problem by using the idea of phase slip

we have explained above at the end of the previous section.

x 

y 

z 

H -H 
i 

i 

Figure 3.17 Very long junction

Suppose we impose a direct current through a normal junction which we

assume to be a tiny region made of the same metal as the superconducting

material of the electrodes, in other words, a weak link. Although this re-

striction is not really necessary, it makes things easier. In order to simplify

matters even further, let us assume the link extends along the ẑ direction
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and connects two superconducting slabs placed on the xz plane as shown

in Fig. 3.17. Now, if we keep the current slightly below its critical value i0
in (3.51), at very low temperatures, there would be no voltage between the

terminals of the junction. However, if it happens that there is a transition

to the running (finite voltage) state, it could be due to quantum tunnel-

ing of the phase of the macroscopic wave function, a phenomenon which is

hard to interpret directly. Let us try to analyze this problem in terms of the

magnetic field produced by the imposed current.

If the current flows along the x̂ direction, one has vertical field lines point-

ing along ẑ if y ą 0 and ´ẑ if y ă 0. This configuration is clearly metastable

since its energy can be reduced once it makes a transition to the running

state. However, when this transition takes place, the flux of the magnetic

field generated by the current through a given area on the xy plane in-

creases on both sides of the junction (we are assuming positive areas for

y ą 0 and negative ones for y ă 0). This can be easily accomplished if a

given amount of flux φ is allowed to cross the junction from y ă 0 to y ą 0

which means that the number of field lines (negative for y ă 0 and positive

for y ą 0) increases on both sides of the junction. As we know that flux

can only be carried through a superconducting region by the motion of vor-

tices, this transition occurs when a flux tube carrying a quantum of flux,

φ0, moves across the junction which, as we have seen, gives rise to a change

in the phase of the superconducting wave function (phase slip). This is an

unstable situation since as more vortices are allowed to cross the junction

the energy of the system is reduced indefinitely, due to the presence of the

dissipative effects we have been neglecting so far. Therefore, remembering

that we are dealing with a system at very low temperatures, it is very plau-

sible to attribute the triggering transition of the first vortex to quantum

mechanical tunneling through a region that, albeit classically forbidden, can

be represented by a reasonably small energy barrier. Notice that for higher

temperatures, fluctuations of the amplitude of the superconducting wave

function drive the junction normal which allows for the classical motion of

vortices from one side of the junction to the other. This would equally well

explain the same kind of transition by thermal fluctuations, a mechanism

to which we have previously referred. Summarizing, we can fully reinterpret

the dynamics of the phase of the superconducting wave function through a

Josephson junction by thermal or quantal phase slippage. Moreover, since

this transition involves current states which are macroscopically distinguish-

able we can also interpret this “phase tunneling” as a macroscopic quantum

phenomenon exactly as in (3.100).

Since we have been addressing the issue of vortex dynamics, let us quickly
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revisit the phenomenon of vortex deppining (creep or flow) from the point

of view of the electronic motion. As we have mentioned above, there is a

possibility of a vortex leaving a metastable configuration once an external

current density exceeds a critical value jc. Moreover, even before this value is

reached, the vortex could, at very low temperatures, hop to the next stable

pinning configuration by what we have called quantum creep. This, in turn,

was due to quantum mechanical tunnelling of the vortex line. Here, again, it

is a very large number of carriers which keep the flux in the vortex constant

and equal to φ0 and, therefore, if a line segment of the tube tunnels so

do a reasonably large number of carries, changing collectively their state of

motion. This means that we can regard quantum depinning as a macroscopic

quantum effect of the kind proposed in (3.100) with the difference that now

the states are macroscopically distinguishable locally. In other words, it is

the supercurrent density which is changing its macroscopic configuration by

quantum tunneling of the vortex. Once we have learnt that we can return

to the CBJJ problem.

Finally, let us analyze the last remaining case, namely, the CPBs. As ex-

plained before, this is nothing but a CBJ with extremely low capacitance,

which makes it more appropriate to represent by charge instead of phase vari-

ables. The analogy is perfect with a particle in a periodic potential which can

be represented in position or momentum, depending on whether its kinetic

energy is lower or higher than the potential energy. It is the latter which

is of interest for the CPB, if reinterpret it in terms of the electromagnetic

variables.

As charge is fed into the system by (3.67), one sees in Fig. 3.18 that

when it reaches the electronic charge e, the state of the junction becomes

degenerate with the state of charge e minus one Cooper pair. In order to

visualize what happens, let the charge on the left plate of the capacitor

formed by the junction be e and on the right plate, ´e. Notice that we are

using the standard convention of the current transporting positive charges.

This state is degenerate with the one with charge ´e on the left plate and

e on the right plate, which can be obtained from the former by allowing a

Cooper pair of charge 2e to tunnel from the left plate to the right plate in Fig.

3.19. As this tunnelling process costs the Josephson coupling energy (3.63),

the two above mentioned states, which we denote |0y “ |e, 0yL b | ´ e, 0yR
and |1y “ |e,´2eyL b | ´ e, 2eyR, can be used in the linear combination

forming the eigenstates of the CPB as

|˘y “ |0y ˘ |1y. (3.107)

These states have energies ¯EJ relative to the degeneracy point. Notice
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Figure 3.18 Charge configurations (a) and (b) are fully degenerate in en-
ergy

the resemblance of this situation to that of a Bragg reflected electron in a

periodic potential within the reduced band scheme.

Therefore, when the external charge fed into the system reaches e, the

eigenstates of the CPB represent simply the even and odd superpositions of

a Cooper pair on the left and right terminals of the junction which obviously

does not characterize what we are calling here a macroscopic quantum phe-

nomenon. It has indeed the same status as the ordinary Josephson effect, as

it should have. In the end the two phenomena are merely distinct because

of their different representation. So, a constant phase difference in the CBJ

is equivalent to the Bloch oscillation in the CPB and what plays the role

of the transition to the running state in the former is the Zener tunnelling

phenomenon in the latter.
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Figure 3.19 Charge configuration (b) of Fig. 3.18 is obtained by a Cooper
pair tunnelling from the left to the right plate in configuration (a).



4

Brownian motion

In the two preceding chapters of this book we have analyzed many inter-

esting physical phenomena in magnetic and superconducting systems which

could adequately be described by phenomenological dynamical equations in

terms of collective classical variables. One unavoidable consequence of this

approach is that, as we are always dealing with variables which describe

only part of the whole system, its interaction with the remaining degrees

of freedom shows up through the presence of non-conservative terms which

describe the relaxation of those variables to equilibrium. Those phenomeno-

logical equations are able to describe a very rich diversity of physical phe-

nomena, in particular, those which can be studied in the context of quantum

mechanics. Since these are genuine dynamical equations, there is no reason

they should be restricted to classical physics. However, as we do not yet

know how to treat dissipative effects in quantum mechanics, we have delib-

erately neglected those terms when trying to describe quantum mechanical

effects of our collective variables.

In this chapter we will describe the general approach to dealing with dissi-

pation in quantum mechanics. However, before we embark on this enterprise

we should spend some time learning a little bit about the classical behavior

of dissipative systems. In this way one can develop some intuition on how

systems evolve during a dissipative process and, hopefully, this will be useful

later on when we deal with quantum mechanical systems.

The immediate problem we have to face concerns the choice of dissipa-

tive system to be studied. As we have already seen, there are many ways

to introduce dissipative terms in the phenomenological equations of motion.

Nevertheless, one of them is of particular interest; namely, dissipative terms

which depend linearly on the rate of change (speed) of the collective vari-

able under investigation. Although this kind of dissipation is not the only

possibility, as we have already stressed, the reason why we have chosen to
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study it is twofold: firstly because it is quite ubiquitous among all dissipa-

tive systems and secondly, for its simplicity. Equations of motion containing

phenomenological terms of this kind turn out to be the basis for the study

of Brownian motion - a paradigm of dissipative systems - and are known in

the literature as Langevin equations. Next, we start our study reviewing the

theory of classical Brownian motion.

4.1 Classical Brownian motion

In the nineteenth century, the English botanist R. Brown observed that

small particles immersed in a viscous fluid exhibited an extremely irregular

motion. If no external force is applied on the particle, its average velocity

x~vy “ 0 and its variance xv2y is finite. The averages are taken over an

ensemble of identically prepared systems. This phenomenon has since been

known as Brownian motion.

The theoretical approach to treat this problem is through the so-called

Langevin equation, which reads

M :q ` η 9q ` V 1pqq “ fptq (4.1)

where fptq is a fluctuating force such that xfptqy “ 0 and xfptqfpt1qy “

2ηkBTδpt´ t
1q, where M is the mass of the particle, η is the damping con-

stant, V pqq is an external potential, and kB is the Boltzmann constant. This

equation is a good description of the phenomenon only if

‚ the mass M of the Brownian particle is much larger than the mass m of

the molecules composing the viscous fluid, and

‚ we are interested in the behavior of the particle for time intervals much

longer than the average time τ between molecular collisions.

Although we have used a classical example to introduce the idea of Brown-

ian motion, we should now recall that we have already been through this kind

of equation in the previous chapters when we wrote, for example, the equa-

tion describing the dynamics of the flux inside a SQUID ring (see eq.(3.57)).

In order to reproduce the correct Brownian dynamics all one has to do is

insert a fluctuating current If ptq on the r.h.s. of (3.57) which now becomes

C :φ`
9φ

R
` U 1pφq “ If ptq, (4.2)

where xIf ptqy “ 0 and xIf ptqIf pt
1qy “ 2kBTR

´1δpt ´ t1q. Actually, the

Langevin equation can generally be used to describe the dynamics of the

electromagnetic variables in most electric circuits.
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The dynamical variables of conventional circuits usually exhibit a purely

classical motion all the way down to extremely low temperatures. However,

as we have seen before, in SQUID rings things can be very different on

reaching the appropriate domain of the circuit parameters when quantum

mechanics comes into play. In this circumstance we have to deal with dissi-

pation, fluctuations and quantum effects on the same footing, and it is our

main goal in this book to tie all these effects together. We shall return to

this point in the next section.

Although we could jump directly to the development of our strategy to

tackle the above-mentioned problem, we will , for the sake of completeness,

introduce some key concepts of the classical theory of Brownian motion.

4.1.1 Stochastic processes

The Langevin equation involves the concept of fluctuating forces which in-

troduces a probabilistic character into the dynamics of the variable qptq.

One way to understand this process is by creating a statistical ensemble of

equally prepared Brownian particles. After a time t each particle will occupy

a different position due to the fact that it is being subject to a random force.

Therefore, we can define the probability P pq, tqdq to find the Brownian par-

ticle within the interval rq, q`dqs at time t, which allows us to compute the

average value of any function gpqq. Let us then start by introducing some

useful concepts of stochastic processes (Reichl, 2009).

Let yptq be a variable which can assume any value in the interval ´8 ă

yptq ă 8 . The probability density that the variable yptq has the value y1 at

time t1 is P1py1, t1q. This concept can be generalized to the case of n events

through the probability that yptq has the value y1 at time t1, y2 at t2,..., yn
at tn, which is described by the joint probability density

Pnpyn, tn; yn´1, tn´1; ...; y1, t1q. (4.3)

The functions Pn are normalized as
ż

Rn

Pnpyn, tn; yn´1, tn´1; ...; y1, t1q dy1 dy2... dyn “ 1, (4.4)

and if we integrate them with respect to one of its variables, it reduces to

Pn´1,

ż

Pnpyn, tn; yn´1, tn´1; ...; y1, t1q dyn “ Pn´1pyn´1, tn´1; ...; y1, t1q. (4.5)
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The moment of the random variable yptq at times t1, t2, ..., tn is

µnpt1, t2, ..., tnq ” xypt1q...yptnqy

“

ż

Rn

y1 y2...yn Pnpyn, tn; yn´1, tn´1; ...; y1, t1q dy1 dy2... dyn.

(4.6)

The first moment is called average or mean, µ1ptq “ xyptqy. The second

moment at time t1 “ t2 “ t is given by µ2ptq “ xy2ptqy and the variance

or dispersion of the probability distribution is defined as σ2ptq “ xpyptq ´

xyptqyq2y “ µ2 ´ µ
2
1.

A stochastic process is said to be stationary if

Pnpyn, tn; yn´1, tn´1; ...; y1, t1q “ Pnpyn, tn ` τ ; yn´1, tn´1 ` τ ; ...; y1, t1 ` τq,

(4.7)

which implies that

P1py1, t1q “ P1py1q and P2py2, t2; y1, t1q “ P2py2, t2 ´ t1; y1, 0q.

Another important concept is that of conditional probability. It is the prob-

ability that the variable yptq assumes the value y2 at t2 given that it was y1

at t1 and its form reads

P11py2, t2|y1, t1q “
P2py2, t2; y1, t1q

P1py1, t1q
. (4.8)

Integrating this expression with respect to y1 we obtain

P1py2, t2q “

ż

dy1P11py2, t2|y1, t1qP1py1, t1q, (4.9)

which can be integrated again with respect to y2 to give the normalization

of the conditional probability
ż

dy2P11py2, t2|y1, t1q “ 1. (4.10)

We can generalize this concept by introducing

Plkpyk`l, tk`l; ...; yk`1, tk`1|yk, tk; ...; y1, t1q ”
Pk`lpyk`l, tk`l; ...; y1, t1q

Pkpyk, tk; ...; y1, t1q
,

(4.11)

which represents the probability that yptq assumes the values yk`l, ..., yk`1

at tk`l, ..., tk`1 given that they were yk, ..., y1 at tk, ..., t1.
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Two examples of stochastic processes are particularly important in physics.

The first is the independent process, where

Pnpyn, tn; yn´1, tn´1; ...; y1, t1q “
n
ź

i“1

P1pyi, tiq (4.12)

and hence there is no correlation between the values of yptq at ti and ti`1.

The second is the Markovian process, where

P1,n´1pyn, tn|yn´1, tn´1; ...; y1, t1q “ P11pyn, tn|yn´1, tn´1q (4.13)

which means that yn is only correlated with yn´1 and independent of the

previous values assumed by the stochastic variable at earlier times. Since a

Markovian process is fully determined by P11py2, t2|y1, t1q and P1py1, t1q, we

can write for t1 ă t2 ă t3

P3py3, t3; y2, t2; y1, t1q “ P12py3, t3|y2, t2; y1, t1qP2py2, t2; y1, t1q “

“ P11py3, t3|y2, t2qP11py2, t2|y1, t1qP1py1, t1q.

Now, integrating over y2 we have

P2py3, t3; y1, t1q “

ż

dy2P3py3, t3; y2, t2; y1, t1q “

“ P1py1, t1q

ż

dy2P11py3, t3|y2, t2qP11py2, t2|y1, t1q.

Dividing the above equation by P1py1, t1q and using (4.8) we end up with

P11py3, t3|y1, t1q “

ż

dy2P11py3, t3|y2, t2qP11py2, t2|y1, t1q (4.14)

which is the Chapman-Kolmogorov equation. Therefore, a Markovian process

is fully determined by (4.9) and (4.14). Here are two examples of this kind

of process.

i) Wiener-Lévy process:

By setting

P11py2, t2|y1, t1q “
1

a

2πpt2 ´ t1q
exp´

py2 ´ y1q
2

2pt2 ´ t1q
, (4.15)

we can show that (4.14) holds for t2 ą t1. If we choose P1py1, 0q “ δpy1q in

(4.9), a non-stationary process results:

P1py, tq “
1

?
2πt

exp´
y2

2t
. (4.16)

This was originally used for describing the stochastic behavior of the position
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of a Brownian particle in the theory of the Brownian movement proposed

by Einstein and Smoluchowsky.

ii) Ornstein-Uhlenbeck process:

We now set

P11py2, t2|y1, t1q “
1

a

2πp1´ exp p´2τqq
exp´

py2 ´ y1 exp p´τqq2

2p1´ exp p´2τqq
, (4.17)

where τ ” t2 ´ t1. This also obeys (4.14) and together with

P1py1, t1q “
1
?

2π
exp´

y2
1

2
, (4.18)

maintains this same form of P py, tq for any time t. This represents, for exam-

ple, the velocity distribution of Brownian particles in the theory proposed

by Ornstein and Uhlenbeck. Besides being Markovian, this process is also

stationary. Actually, there is a theorem by J. L. Doob (see Wax, 2003) which

asserts that this is the only process that is stationary, Gaussian, and Marko-

vian.

4.1.2 The master and Fokker-Planck equations

We are now interested in studying the time evolution of the probability

density P py, tq and will, therefore, deduce a couple of dynamical equations

which will prove to be very useful. Our starting point is equation (4.9) which

can be rewritten as (P1 ” P )

P py, t` τq “

ż

dy1P11py, t` τ |y1, tqP py1, tq. (4.19)

Using the fact that

BP py, tq

Bt
” lim

τÑ0

P py, t` τq ´ P py, tq

τ
(4.20)

in (4.19), we have

BP py, tq

Bt
“ lim

τÑ0

1

τ

ż

dy1rP11py, t` τ |y
1, tqP py1, tq ´ P11py, t|y

1, tqP py1, tqs.

(4.21)

But, expanding P11py, t ` τ |y1, tq up to first order in τ and keeping the

normalization (4.10) up to this same order, we must have

P11py, t` τ ; y1, tq «
δpy ´ y1q ` τWtpy, y

1q

1` τ
ş

Wtpy, y1q dy
«

« δpy ´ y1q

„

1´ τ

ż

Wtpy
2

, y1q dy
2



` τWtpy, y
1q (4.22)



104 Brownian motion

where we have used that P11py, t|y
1, tq “ δpy ´ y1q and defined Wtpy, y

1q ”

BP11py, t|y
1, t1q{Bt|t“t1 . Inserting (4.22) in (4.21) we finally get

BP py, tq

Bt
“

ż

dy1Wtpy, y
1qP py1, tq ´

ż

dy1Wtpy
1, yqP py, tq. (4.23)

which is the famous master equation of the stochastic processes. We can fur-

ther write this equation in a more appropriate form if we make the following

change of variables. Define ξ ” y ´ y1 and

Wtpy, y
1q “Wtpy

1 ` ξ, y1q ”W pξ, y1q “W pξ, y ´ ξq

Wtpy
1, yq “Wtpy ´ ξ, yq ”W p´ξ, yq. (4.24)

In terms of these new variables and functions, (4.23) becomes

BP py, tq

Bt
“

ż

dξW pξ, y ´ ξqP py ´ ξ, tq ´ P py, tq

ż

dξW p´ξ, yq, (4.25)

where we have used that these integrals extend form ´8 to `8 when we

write them in terms of the newly defined quantities. Now, assuming that

only small jumps occur, that is, W pξ, yq is a sharply peaked function of ξ

about ξ “ 0 but varies slowly with y, and that P py, tq is also a slowly varying

function of y, one can expand the product W pξ, y´ ξqP py´ ξ, tq in a Taylor

series in ξ and rewrite (4.25) as

BP py, tq

Bt
“

8
ÿ

n“1

p´1qn

n!

Bn

Byn
rαnpyqP py, tqs, (4.26)

where

αnpyq ”

ż

dξ ξnW pξ, yq “ lim
τÑ0

1

τ

ż

dy1py ´ y1qn P11py, t` τ |y
1, tq. (4.27)

Notice that the dependence of W pξ, yq on its first argument ξ has been fully

kept since an expansion in this variable would not be allowed as W rapidly

varies with it.

This is the Kramers-Moyal expansion and can be easily shown to be valid

for the conditional probability distributions P11py, t|y0, t0q as well. The only

difference between its application to either case resides in the establishment

of the appropriate initial conditions to the specific case one chooses to deal

with.

In the case of a multidimensional variable y P RN this equation can be
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generalized to

BP py, tq

Bt
“ ´

N
ÿ

i“1

B

Byi
rαipyqP py, tqs `

1

2

N
ÿ

i,j“1

B2

ByiByj
rαijpyqP py, tqs ` ...

(4.28)

where

αipyq ”

ż

dξi ξiW pξ,yq and αijpyq ”

ż

dξi dξj ξi ξjW pξ,yq etc.

(4.29)

In the following we will apply the equations above to some specific examples

of Brownian motion.

Examples

i) Free Brownian particle

In this case the equation of motion for the particle is given by

M
dv

dt
` ηv “ fptq (4.30)

where xfptqy “ 0 and xfptqfpt1qy “ 2Dpp δpt´ t
1q with Dpp “ ηkBT .

This equation, when integrated over a time interval ∆t, gives us

∆v “ ´
ηv

M
∆t`

1

M

t`∆t
ż

t

dξ fpξq (4.31)

which together with xfptqy “ 0 and xfptqfpt1qy “ 2Dpp δpt´ t
1q allows us to

compute

α1 ” lim
∆tÑ0

x∆vy

∆t
“ ´

ηv

M

α2 ” lim
∆tÑ0

xp∆vq2y

∆t
“ lim

∆tÑ0

«

1

M2

t`∆t
ż

t

dξ

t`∆t
ż

t

dλ 2Dpp δpξ ´ λq

ff

“

“
2Dpp

M2
(4.32)

and αn “ 0 if n ě 3. Then we have

BP pv, tq

Bt
“

η

M

B

Bv
rvP pv, tqs `

Dpp

M2

B2

Bv2
P pv, tq. (4.33)

As we have mentioned before, this equation is also obeyed by the condi-

tional probability distribution P11pv, t|v0, t0q. In this particular case, it can
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be shown that

P11pv, t|v0, 0q “
1

a

2π xp∆ vptqq2y
exp´

pv ´ v0 exp´pη t{Mqq2

2 xp∆ vptqq2y
(4.34)

where

xp∆ vptqq2y “
kBT

M

„

1´ exp´

ˆ

2η t

M

˙

, (4.35)

which is exactly the Ornstein-Uhlenbeck process we presented in (4.17) with

τ “ η t{M and y “ v. When tÑ8 this approaches the Maxwell-Boltzmann

distribution of velocities of the Brownian particle.

It can also be shown, and we leave it as an exercise for the reader, that

in the limit of very long times, when the acceleration term in (4.30) can be

neglected, the same procedure that led us to (4.33) will now, with v “ dx{dt,

lead us to

BP px, tq

Bt
“ Dxx

B2P px, tq

Bx2
, (4.36)

where Dxx “ kBT {η. This is the well-known diffusion equation and the coef-

ficient Dxx is the “spatial” diffusion constant. The solution for P11px, t|x0, 0q

is

P11px, t|x0, 0q “
1

a

2π σ2ptq
exp´

px´ x0q
2

2σ2ptq
(4.37)

where

σ2ptq “ xp∆xptqq2y “ 2Dxx t, (4.38)

a famous formula first derived by Einstein (Wax, 2003). Thus, with the re-

placementsDxx “ 1{2 and x “ y, we can also derive, from the same equation

(4.36), the Wiener-Lévy process we have introduced earlier in (4.16).

From these results, we see that the Einstein-Smoluchowsky theory is the

long time limit of the Ornstein-Uhlenbeck theory of the Brownian motion,

and this can also be checked directly if one writes the full solution for the

position of the free Brownian particle described by (4.30) as

sptq “ xptq ´ x0 “
Mv0

η

„

1´ exp´

ˆ

η t

M

˙

´

´

t
ż

0

dt1
t1
ż

0

dt2
fpt2q

M
exp´

ηpt1 ´ t2q

M
(4.39)
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which gives us

xsptqy “
Mv0

η

„

1´ exp´

ˆ

η t

M

˙

(4.40)

and

xs2ptqy “
2kBT

η
t `

M2v0

η2

„

1´ exp´

ˆ

η t

M

˙2

´
MkBT

η2
ˆ

ˆ

„

3´ 4 exp´

ˆ

η t

M

˙

´ exp´

ˆ

2η t

M

˙

. (4.41)

Studying the long- and short-time limits of the equations above we have,

respectively, xs2ptqy “ 2Dxx t and xs2ptqy “ v2
0 t

2, showing that the motion

of the Brownian particle is purely diffusive for long times whereas, for short

times, its dynamics is ballistic, in agreement with the fact in this latter limit

the medium where the particle is immersed has not had enough time to act

on it.

ii) Brownian particle in a potential V pqq

Here, it is more appropriate to consider the Hamilton equations of motion

dq

dt
“

p

M
dp

dt
“ ´

ηp

M
´ V 1pqq ` fptq.

Integrating these equations in a time interval ∆t and proceeding as before,

we can consider this problem as one of a two dimensional stochastic variable

y “ pq, pq and compute

α1 “ lim
∆tÑ0

x∆qy

∆t
“

p

M

α2 “ lim
∆tÑ0

x∆py

∆t
“ ´

ηp

M
´ V 1pqq

α11 “ lim
∆tÑ0

xp∆qq2y

∆t
“ 0

α12 “ α21 “ lim
∆tÑ0

x∆q∆py

∆t
“ 0

α22 “ lim
∆tÑ0

xp∆pq2y

∆t
“ 2Dpp

and all the other α vanish. Therefore, using the generalized form (4.28) one
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has

BP

Bt
“ ´

B

Bq
ppP q `

B

Bp

„ˆ

η

M
p` V 1pqq

˙

P



`Dpp
B2P

Bp2
, (4.42)

where P “ P pq, p, tq. Notice that if V pqq “ 0 and P “ P pp, tq we recover

(4.33).

Equations (4.33) and (4.42) above are examples of the so-called Fokker-

Planck equation. Its general form is expression (4.28) when all the functions

α beyond second order are null. These equations will be very useful for

comparison with some quantum mechanical expressions we will develop in

future chapters.

To summarize this section we can say that in order to describe the dynam-

ics of stochastic variables we can either work directly with their Langevin

equations, which carry all their statistical characteristics through the fluc-

tuating forces, or determine their statistical distribution as a function of

time from which all their moments can be determined. We have also given

the recipe to link these two approaches by defining the coefficients α of the

Fokker-Planck equation (or Kramers-Moyal expansion). So, what we have

presented in this section would be a starting point to deal with the dynamics

of the systems we have introduced so far, but only once we can make sure

they operate in their classical regime.

4.2 Quantum Brownian motion

As we have seen in Chapter 3, for example, the equation of motion of the

variable of interest of the superconducting devices we have introduced are all

dissipative. Although they have their origin in quantum mechanisms their

dynamics is, for a vast range of parameters, purely classical. No wonder this

is so, because they are macroscopic variables. Nevertheless, we have already

argued that these devices, when properly built, could present quantum ef-

fects at very low temperatures. These would be due to superpositions of

macroscopically distinct quantum states which make the problem interest-

ing by itself. On top of that, there is another very important issue we have

to deal with when studying these devices, namely dissipation. Since we are

talking about macro- or mesoscopic variables, it is almost impossible to iso-

late them completely from their environments. This means that dissipative

effects are always present in our problem. Actually, it is not even true that

these systems might be considered very weakly damped. As a general rule,

there is no restriction on dissipative terms in the equations of motion, and

they can even be tuned by the experimentalist in such a way that they result
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in overdamped dynamics. Our problem then reduces to reconciling damped

equations of motion with the procedure of quantization.

The origin of this problem lies in the fact that the standard procedures

of quantization are based on the existence of either a Hamiltonian or a La-

grangian function for the system in which we are interested. In contrast, it

is well known that we cannot obtain a Langevin equation from the appli-

cation of the classical Lagrange or Hamilton equations to any Lagrangian

or Hamiltonian which has no explicit time dependence. The employment of

time-dependent functions would allow us to use the standard procedures of

quantization directly, but would lead us to face problems with the uncer-

tainty principle which, even if properly circumvented, would not free the

theory from being not very physically appealing.

Over many decades, people have tried to solve this problem. In spite of

the variety of methods used, including the above-mentioned time dependent

method, all these attempts fall into two main categories: they either look for

new schemes of quantization or they use the system-plus-reservoir approach

(see Caldeira and Leggett, 1983a, and references therein). The former ap-

proaches always rely on some questionable hypotheses and lead us to results

dependent on the method used, besides not being very realistic. The way

out of this dilemma is to consider explicitly the fact that the dissipative sys-

tem is always coupled to a given thermal environment (the second approach

above). We know of no dissipative system in Nature which is not coupled to

another system responsible for its losses. Then, before trying to modify the

canonical scheme of quantization, we believe that it is wiser to apply the

traditional methods to more realistic situations.

Conceptually the idea is very simple. However, in practice, its implemen-

tation requires a little labor. Once we have decided to consider explicitly the

coupling of the system of interest to the environment, we must know what

sort of system the latter is and how their mutual coupling takes place. This

can be a very hard task.

Nevertheless, fundamentally different composite systems, by which we

mean system of interest plus environment, might have the former obey-

ing Brownian dynamics in the classical limit. Although this appears to be

an additional complication to our approach, it actually gives us a chance to

argue in favor of some simplifying hypotheses. For instance, we can assume

that different reservoirs may share some common characteristics such as the

behavior of their spectrum of excitations or the way they respond when

acted on by an external input. Before we explore this idea further with the

specific model we will develop soon, let us outline the general program we

will follow throughout the next chapters.
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4.2.1 The general approach

Once we have decided for the system-plus-reservoir approach (we will use

the words reservoir, environment and bath interchangeably throughout the

book) we need to make two other choices.

The first one we have already touched upon above and has to do with

the choice of a specific model which captures the desired physics in the

classical limit. If we make the appropriate choice we believe this would be a

very good candidate to account for the quantum dynamics of the system we

are interested in describing. We shall discuss some possibilities in the next

chapter.

The second choice deals with the method we are going to use to treat our

composite system. To start with, we should make some connection with the

classical approaches in order to establish which one of them will be more

useful for our needs. Here, once again, there are two methods. As we have

seen earlier in this chapter we can either employ the equation of motion

method, through which one must generate a Langevin equation like (4.1)

or study the time evolution of probability densities using the Fokker-Planck

equation (4.42). Quantum mechanically there are two equivalent ways corre-

sponding to each of them and these are tauntamount to the two well-known

pictures of quantum mechanics, namely Heisenberg and Schrödinger.

In order to analyze each of them, let us assume that our system-plus-

reservoir is described by the Hamiltonian

H “ H0pq, pq `HIpq, qkq `HRpqk, pkq, (4.43)

where H0, HI and HR are the Hamiltonians of the system, interaction,

and reservoir, respectively. Here, pq, pq is the pair of canonically conjugate

operators of the system which means rq, ps “ ih̄, where r˚, ˚s stands for the

commutator of the two operators, whereas pqk, pkq represents the same for

the kth particle composing the environment.

In the Heisenberg picture we attribute the time evolution of the whole

composite system to the operators through

Ôptq “ eiH t{h̄ Ôp0q e´iH t{h̄, (4.44)

keeping the quantum state fixed at, say, t “ 0. Here, Ôptq represents an

observable which depends on any combination or function of the canonical

variables of the composite system. In this way we can write the equation for

the time evolution of any operator using the Heisenberg equation of motion
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ih̄
dÔptq

dt
“ ih̄

BÔptq

Bt
` rÔptq,Hs. (4.45)

When we consider that those operators are pq, pq or pqk, pkq themselves we

can describe the coupled dynamics between system and environment in a

closed form. The solution of this system of equations depends on how com-

plex the coupling we have chosen is. In general, it will not be a very simple

matter to solve it. Nevertheless, there are some choices (see next chapter)

which allow us to write an equation of motion for the variable of interest qptq

in terms of the environment operators at t “ 0 and, under certain condi-

tions, this turns out to become a Langevin equation. Therefore, knowledge

of the state of the composite system at t “ 0 would allow us to describe

the average value of any observable Ôpq, pq at time t in an analogous way

as done above, for example, in (4.40, 4.41). Even if this strategy cannot be

followed so easily, at least in principle one should be able to do so. At any

rate, what one has to do is evaluate the average

xÔptqy “ xΨp0q|Ôptq|Ψp0qy, (4.46)

assuming that the composite system is initially in a pure state |Ψp0qy. How-

ever, in dealing with a system-plus-reservoir this initial condition might not

be the most appropriate one. Actually, most of the time we will be treating

systems at finite temperatures which cannot be represented by pure states.

What we do in these cases is represent the state of the composite system by

the density operator representing a mixed state defined as

ρ̂p0q ”
ÿ

Ψ

pΨ|Ψp0qyxΨp0q| (4.47)

where pΨ is a classical probability labeled by the set of parameters defining

the state |Ψp0qy. Averages are then given by

xÔptqy “ tr
!

ρ̂p0qÔptq
)

(4.48)

where the trace must be performed over a basis of the composite system.

Now let us turn to the Schrödinger picture. If we want to pursue this

approach what we need is knowledge of the state of the composite system, in

other words, its wave function Ψpq, qk, tq. Now, it is the state which carries

the time dependence and the operators are time independent, except for

explicit time dependence. The time evolution of Ψpq, qk, tq can be obtained
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solving the Schrödinger equation

ih̄
BΨpq, qkq

Bt
“ H

ˆ

q, qk,´ih̄
B

Bq
,´ih̄

B

Bqk

˙

Ψpq, qkq, (4.49)

which is obviously an extremely hard task except for some nicely chosen

models. Nevertheless, once again one should, at least in principle, solve it

and compute the desired averages of any operator of the composite system.

As we have argued before, what we must really aim at is not the wave

function of the composite systems but rather its density operator. Therefore,

writing the time evolution of the physical state independently of represen-

tation, we have

|Ψptqy “ e´iHt{h̄|Ψp0qy, (4.50)

which with the help of (4.47) gives us

ρ̂ptq ”
ÿ

Ψ

pΨ|ΨptqyxΨptq| “ e´iHt{h̄ρ̂p0qeiHt{h̄. (4.51)

If we now take the time derivative of (4.51) we get

dρ̂ptq

dt
“

1

ih̄
rH, ρ̂ptqs (4.52)

whose solution can be used to evaluate averages as in the Heisenberg picture

by

xÔptqy “ tr
!

ρ̂p0qÔptq
)

“ tr
!

ρ̂ptqÔp0q
)

. (4.53)

Although the averages we compute do not depend on the picture in which

we choose to work, there are certainly advantages in adopting one or the

other picture. In our case, for example, it will be more advantageous to

work in the Schrödinger picture since we will address questions related to

quantum tunneling and coherence, and these are more suitably approached

by studying the dynamics of the state of the system.

Equation (4.52) can still be written in another form if restricted to the

subspace of the system of interest. This resulting equation plays the role of

a master equation in the classical theory of Brownian motion and is used ex-

tensively in the literature (see, for example, (Breuer and Petruccione, 2002)).

Nevertheless, since the problems we have just mentioned above cannot be

solved by the usual techniques, we will develop our method in the next

section.
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4.2.2 The propagator method

Suppose we have a general system described by the Hamiltonian (4.43). No-

tice that pq, pq do not necessarily refer to a point particle. If appropriately

generalized, this pair of canonically conjugate variables can also be repre-

senting either a local field variable or one of its normal modes and their

respective momenta. In the case of a continuous variable one should remem-

ber that the Hamiltonians in (4.43) become functionals of the dynamical

variables of the system. Hence, we can evaluate the density operator of the

composite system at time t as we have done above in (4.51).

As we are usually interested in operators only referring to the system S,

Ô “ Ôpq, pq, we have

xÔpq, pqy “ trRStρ̂ptqÔu “ trStrtrRρ̂ptqsÔu “ trStρ̃ptqÔu, (4.54)

where trS and trR represent the partial traces with respect to S and R, and

ρ̃ptq ” trRρ̂ptq (4.55)

is the reduced density operator of the system of interest. Notice that this

is the operator to which we have referred above as the density operator

restricted to the subspace of the system of interest. If we take this partial

trace over the environmental degrees of freedom of equation (4.52) we end

up with the master equation we have mentioned above. Similarly, we can

also define

ρ̃Rptq ” trS ρ̂ptq (4.56)

as the reduced density operator of the environment.

If we introduce the general vector R “ pR1, ..., RN q, where Rk is the value

assumed by qk, we can write the coordinate representation of the total ρ̂ptq

in (4.51) as

ρ̂px,R, y,Q, tq “

“

ż ż ż ż

dx1dy1dR1dQ1Kpx,R, t;x1,R1, 0qK˚py,Q, t; y1,Q1, 0q ˆ

ˆ ρ̂px1,R1, y1,Q1, 0q

(4.57)

where

Kpx,R, t;x1,R1, 0q “
A

x,R
ˇ

ˇ

ˇ
e´iH t{h̄

ˇ

ˇ

ˇ
x1,R1

E

, (4.58)

is the quantum mechanical propagator of the whole universe S `R and

ρ̂px1,R1, y1,Q1, 0q “
@

x1,R1|ρ̂p0q|y1,Q1
D

(4.59)
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is the coordinate representation of its initial state. Taking the trace with

respect to the environmental variables means to make R “ Q and integrate

over it. Then, assuming that (4.59) is separable (see Smith and Caldeira,

1990, for more general choices of initial conditions) which means

ρ̂px1,R1, y1,Q1, 0q “ ρ̂Spx
1, y1, 0q ρ̂RpR

1,Q1, 0q, (4.60)

we reach

ρ̃px, y, tq “

ż ż

dx1dy1 J px, y, t;x1, y1, 0q ρ̃px1, y1, 0q, (4.61)

where

J px, y, t;x1, y1, 0q “

“

ż ż ż

dR1dQ1dR
!

Kpx,R, t;x1,R1, 0qK˚py,R, t; y1,Q1, 0q ˆ

ˆ ρ̃RpR
1,Q1, 0q

)

. (4.62)

Notice that, in these expressions, we have already replaced ρ̂px1, y1, 0q and

ρ̂RpR
1,Q1, 0q by ρ̃px1, y1, 0q and ρ̃RpR

1,Q1, 0q, respectively, which can easily

be shown for product states. Here we should also notice that if S and R are

decoupled then Kpx,R, t;x1,R1, 0q “ K0px, t;x
1, 0qKRpR, t; R

1, 0q, which

inserted in (4.62) yields

J px, y, t;x1, y1, 0q “ K0px, t;x
1, 0qK˚

0 py, t; y
1, 0q, (4.63)

where we used the fact that trR tρ̂Rptqu “ 1. Thus J acts as a superpropa-

gator of the reduced density operator of the system.

From (4.61) and (4.62) we see that all that is needed is to evaluate the

total propagator Kpx,R, t;x1,R1, 0q since ρ̂p0q is assumed to be known. The

evaluation of the propagator of the whole universe is, in general, a formidable

task and the reason for that is twofold. Firstly, the environment itself might

be a very complex system for which very little can be done as far as the

standard mathematical approximations are concerned. As we have already

anticipated, we shall try to model it in such a way that this difficulty can be

circumvented. Secondly, even if we have a simple environment, the evalua-

tion of the whole propagator can still be quite laborious since we are dealing

with wave functions of a huge number of variables. The latter can be prop-

erly handled by employing the Feynman path integral (Feynman and Hibbs,

1965) representation of quantum mechanics which will prove extremely use-

ful to deal with the quantum propagators throughout our future sections of

this book. Therefore, we shall concentrate on the choice of our model in the

next chapter.



5

Models for quantum dissipation

As we have stressed already, the treatment of a realistic model for the envi-

ronment to which our system of interest is coupled, is not necessarily the best

path to take. It would only encumber the intermediate steps of the calcula-

tions and hide the essence of the important physics of the problem. In what

follows we will not attempt to justify the use of one specific model. We will

choose a minimal model which, under certain conditions, reproduces Brow-

nian motion in the classical regime. Thus, the justification for the choice

of the model will be provided a posteriori. However, it is worth mentioning

that the employment of detailed microscopic models for some environments

may show different quantum mechanical behavior which turns out be very

important in some cases.

Once we have done that, we will consider some specific extensions of the

minimal model to treat more general problems which we must learn how

to handle in order to deal with the realistic physical examples given before.

In so doing, we will see that it is possible to describe a broader range of

dissipative systems through general phenomenological models.

5.1 The bath of non-interacting oscillators: the minimal model

Let us suppose we want to study a classical composite system described by

the Lagrangian

L “ LS ` LI ` LR ` LCT , (5.1)

where

LS “
1

2
M 9q2 ´ V pqq, (5.2)
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LI “
ÿ

k

Ck qk q, (5.3)

LR “
ÿ

k

1

2
mk 9q2

k ´
ÿ

k

1

2
mk ω

2
k q

2
k, (5.4)

LCT “ ´
ÿ

k

1

2

C2
k

mk ω
2
k

q2, (5.5)

are respectively the Lagrangians of the system of interest, interaction, reser-

voir, and counter-term (see below). The reservoir consists of a set of non-

interacting harmonic oscillators of coordinates qk, masses mk and natural

frequencies ωk. Each of them is coupled to the system of interest by a cou-

pling constant Ck. A fairly general justification of this model was presented

in (Caldeira and Leggett, 1983b).

Initially we shall study the classical equations of motion resulting from

(5.1). Writing the Euler-Lagrange equations of the composite system one

has

M :q “ ´V 1pqq `
ÿ

k

Ck qk ´
ÿ

k

C2
k

mk ω
2
k

q, (5.6)

mk :qk “ ´mk ω
2
k qk ` Ck q. (5.7)

Taking the Laplace transform of (5.7) one gets

q̃kpsq “
9qkp0q

s2 ` ω2
k

`
s qkp0q

s2 ` ω2
k

`
Ck q̃psq

mk

`

s2 ` ω2
k

˘ , (5.8)

which after the inverse transformation can be taken to (5.6) yielding

M :q ` V 1pqq `
ÿ

k

C2
k

mk ω
2
k

q “

“
1

2π i

ε`i8
ż

ε´i8

ÿ

k

Ck

"

9qkp0q

s2 ` ω2
k

`
s qkp0q

s2 ` ω2
k

*

es t ds`

`
ÿ

k

C2
k

mk

1

2π i

ε`i8
ż

ε´i8

q̃psq

s2 ` ω2
k

es t ds. (5.9)

Thus using the identity

1

s2 ` ω2
k

“
1

ω2
k

"

1´
s2

s2 ` ω2
k

*

, (5.10)
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we can show that the last term on the r.h.s. of (5.9) generates two other

terms, one of which exactly cancels the last one on its l.h.s,, and the resulting

equation is

M :q ` V 1pqq `
ÿ

k

C2
k

mk ω
2
k

1

2π i

ε`i8
ż

ε´i8

s2 q̃psq

s2 ` ω2
k

es t ds

“
1

2π i

ε`i8
ż

ε´i8

ÿ

k

Ck

"

9qkp0q

s2 ` ω2
k

`
s qkp0q

s2 ` ω2
k

*

es t ds. (5.11)

Then we see that the inclusion of LCT in (5.1) was solely to cancel one

extra harmonic contribution that would come from the coupling to the en-

vironmental oscillators.

The last term on the l.h.s. of (5.11) can be rewritten as

d

dt

$

&

%

ÿ

k

C2
k

mk ω
2
k

1

2π i

ε`i8
ż

ε´i8

s q̃psq

s2 ` ω2
k

es t ds

,

.

-

(5.12)

which, with the help of the convolution theorem and the Laplace transform

of cosωkt, reads

d

dt

$

&

%

ÿ

k

C2
k

mk ω
2
k

t
ż

0

cos
“

ωk
`

t´ t1
˘‰

qpt1q dt1

,

.

-

. (5.13)

In order to replace
ř

k ÝÑ
ş

dω let us introduce the spectral function

Jpωq as

Jpωq “
π

2

ÿ

k

C2
k

mk ωk
δ pω ´ ωkq , (5.14)

which allows us to write

ÿ

k

C2
k

mk ω
2
k

cos
“

ωk
`

t´ t1
˘‰

“
2

π

8
ż

0

dω
Jpωq

ω
cos

“

ω
`

t´ t1
˘‰

. (5.15)

The function Jpωq is, from linear response theory, nothing but the imagi-

nary part of the Fourier transform of the retarded dynamical susceptibility

of the bath of oscillators, namely,

Jpωq “ ImF

«

θ
`

t´ t1
˘

C#

ÿ

k

Ck qkptq ,
ÿ

k1

Ck1 qk1pt
1q

+

PB

Gff

, (5.16)
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where t ˚ , ˚ uPB stands for the Poisson brackets of the involved variables and

the average x ˚ y is taken over the equilibrium state of the non-interacting

oscillators. A simpler way to see this is by evaluating, directly from (5.7),

the Fourier transform of the susceptibility (response function) of qkptq to a

stimulus qptq which reads

q̃kpωq “ ´
Ck

mkpω2 ´ ω2
kq
q̃pωq (5.17)

and allows us to write for the collective coordinate
ř

k Ckqkptq of the envi-

ronment

χenvpωq “ ´
ÿ

k

C2
k

mkpω2 ´ ω2
kq
, (5.18)

which can be rewritten as

χenvpωq “ ´
ÿ

k

ˆ

C2
k

2mkωkpω ` ωkq
´

C2
k

2mkωkpω ´ ωkq

˙

. (5.19)

The imaginary part of χenvpωq comes from the usual replacement for causal

responses, ω ˘ ωk Ñ ω ˘ ωk ` iε (εÑ 0), and the identity

1

pω ˘ ωkq ` iε
“ P

ˆ

1

ω ˘ ωk

˙

´ iπδpω ˘ ωkq, (5.20)

which gives us

Imχenvpωq ” χ
2

envpωq “
π

2

ÿ

k

C2
k

mk ωk
rδpω ´ ωkq ` δpω ` ωkqs. (5.21)

Therefore, since ω andωk ą 0 we have Jpωq “ χ
2

envpωq.

Now, assuming that

Jpωq “

"

η ω if ω ă Ω

0 if ω ą Ω,
(5.22)

where Ω is a microscopic high frequency cutoff and γ ” η{2M the macro-

scopic relaxation frequency of the problem (the factor 2M is introduced for

later convenience), we can rewrite (5.15) as

ÿ

k

C2
k

mk ω
2
k

cos
“

ωk
`

t´ t1
˘‰

“
2

π

Ω
ż

0

dω η cos
“

ω
`

t´ t1
˘‰

“ 2 η δ
`

t´ t1
˘

,

(5.23)
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where we took Ω Ñ 8, which means that we are considering that Ω " γ.

This result allows us to rewrite Eq.(5.13) as

d

dt

t
ż

0

2 η δ
`

t´ t1
˘

qpt1qdt1 “ η 9q ` 2 η δ ptq qp0q. (5.24)

Finally, the r.h.s. of (5.11) can be interpreted as a force f̃ptq depending

on the initial conditions imposed on the oscillators of the bath . Performing

the inverse Laplace transform involved on the r.h.s. of (5.11) one has

f̃ptq “
ÿ

k

Ck

"

9qkp0q

ωk
sinωkt ` qkp0q cosωkt

*

. (5.25)

Now, suppose that the equilibrium position of the kth environmental oscil-

lator is about q̄k ” Ckqp0q{mkω
2
k. Thus, subtracting the term

ÿ

k

C2
kqp0q

mkω
2
k

cosωkt “
ÿ

k

Ckq̄k cosωkt

from both sides of (5.11) we can show, with the help of (5.14), that in the

limit Ω Ñ8 it exactly cancels the term 2 η δ ptq qp0q on its l.h.s. (see (5.24))

whereas, on its r.h.s. , there appears a new forcing term given by

fptq “
ÿ

k

Ck

"

9qkp0q

ωk
sinωkt ` pqkp0q ´ q̄kq cosωkt

*

. (5.26)

In order to study the statistical properties of (5.26) we can use the equipar-

tition theorem which, in the classical limit, states that

xqkp0qy “ q̄k and x 9qkp0qy “ x 9qkp0q∆qkp0qy “ 0,

x 9qkp0q 9qk1p0qy “
kB T

mk
δkk1 ,

x∆qkp0q∆qk1p0qy “
kB T

mk ω
2
k

δkk1 , (5.27)

where ∆qkp0q ” qkp0q ´ q̄k and the averages are taken over the classical

distribution of non-interacting harmonic oscillators in equilibrium about the

positions q̄k. Using these relations and (5.26) it can be shown that

xfptqy “ 0 and

@

fptq fpt1q
D

“ 2 η kB T δ
`

t´ t1
˘

. (5.28)
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In conclusion, after all these maneuvers equation (5.11) becomes

M :q ` η 9q ` V 1pqq “ fptq, (5.29)

where fptq satisfies (5.28), which is the well-known Langevin equation (see

(4.1)) for the classical Brownian motion.

So, we see that the hypothesis that the environmental oscillators are in

equilibrium about q̄k was essential for us to get rid of the spurious term

2 η δ ptq qp0q in (5.24). Another possibility to reach (5.29) is to assume that

the oscillators are in equilibrium independently of the initial position of the

external particle, which means xqkp0qy “ 0, and drop that term by consider-

ing that the particle motion (with the appropriate initial conditions) starts

at t “ 0`. A more thorough analysis of this problem with the justification

for the latter procedure can be found in Rosenau da Costa et al.(2000).

Another point we should emphasize here is that the choice we have made

for the behavior of Jpωq in (5.22)- the so-called ohmic spectral function - was

crucial for the attainment of the term proportional to the velocity in (4.1).

Actually, since γ “ η{2M is the relaxation frequency of the macroscopic

motion of the particle, and we also expect the appearance of another macro-

scopic frequency scale from the external potential V pqq, we should argue

that it is the low frequency behavior of Jpωq which is important for describ-

ing the long time dynamics of the particle. Any typical frequency of the

macroscopic motion should be much smaller than the microscopic cutoff Ω

we have introduced before. The latter sets the time scale of the microscopic

motion of the components of the environment.

Bearing this in mind there is no reason not to deviate from the choice

made in (4.1). In general one can choose

Jpωq “

"

Asω
s if ω ă Ω

0 if ω ą Ω,
(5.30)

where rAss “ rM srT
s´2s. The cases in which 0 ă s ă 1 or s ą 1 are respec-

tively called subohmic or superohmic spectral functions. For example, the

classical equation of motion of an electron interacting with its own electro-

magnetic field can be deduced from our minimal model with a superohmic

(s “ 3) spectral function (Barone and Caldeira, 1991). This is the well-

known Abraham-Lorentz equation which has a damping term proportional

to ;qptq, a direct consequence of the low frequency behavior of the spectral

distribution of photons in a cavity. So, much regarding the dissipative term

in the classical equation of motion of the particle can be inferred from the

low frequency behavior of the spectral function.

There is one important remark we would like to make about the minimal
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model and it has to do with alternative forms to write it. The first one is

accomplished if one replaces the interaction Lagrangian (5.3) by

L̃I “
ÿ

k

C̃k q 9qk, (5.31)

and omit LCT . In this way we can define the canonical momenta pk as

pk “
BL

B 9qk
“ mk 9qk ` C̃k q, (5.32)

and write

H̃ “ p 9q `
ÿ

k

pk 9qk ´ L “

“
p2

2M
` V pqq `

ÿ

k

"

1

2mk

´

pk ´ C̃k q
¯2
`

1

2
mk ω

2
k q

2
k

*

. (5.33)

Now, performing a canonical transformation p Ñ p, q Ñ q, pk Ñ mk ωk qk,

and qk Ñ pk{mk ωk and defining Ck ” C̃k ωk we have

H “
p2

2M
` V pqq ´

ÿ

k

Ckqkq `

`
ÿ

k

"

p2
k

2mk
`

1

2
mk ω

2
k q

2
k

*

`
ÿ

k

C2
k

2mkω
2
k

q2, (5.34)

which has (5.1) as its corresponding Lagrangian. Therefore, the electromagnetic-

like Lagragian with L̃I replacing LI in (5.1) and no counter-term is com-

pletely equivalent to (5.1) itself.

Actually, there is a third way to describe the model (5.1) if we rescale

the coordinates and momenta of the bath variables in (5.34) replacing qk Ñ

Ckqk{mk ω
2
k and pk Ñ mk ω

2
k pk{Ck which allows us to write

H “
p2

2M
` V pqq `

ÿ

k

"

p2
k

2µk
`

1

2
µk ω

2
k pqk ´ qq

2

*

, (5.35)

where µk ” C2
k{mkω

4
k. It is worth noting that for V pqq “ 0 this form is man-

ifestly translation invariant, which was very useful for the exact diagonaliza-

tion of the problem of the free Brownian particle (Hakim and Ambegaokar,

1985).

One should keep in mind that applying alternative forms for the model

(5.1), the spectral density Jpωq must be redefined as a function of rCk or µk,

accordingly.

Now that we know a treatable model that generates the classical Brownian
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motion for the variable of interest (qptq in the present case), we can study

the quantum mechanics of the composite system and extract from it only

the part referring to the system of interest by applying the general strategy

described by (4.61, 4.62) to our model, and this is what we are going to do

in a later chapter. However, there is something we can already say about the

quantum mechanics of the Brownian particle from what we have developed

so far.

The quantum Langevin equation. If we consider that we are directly dealing

with the minimal model in terms of quantum mechanical variables, every-

thing that has been done within the Lagrangian formalism for the classical

model can easily be repeted here just by writing exactly the same equations

of motion for the operators q̂ptq and q̂kptq which result from the application

of the Heisenberg equations of motion to (5.34). Only in two places where

we have explicitly used the fact that we were dealing with classical variables,

do we have to be more cautious

The first place is in equation (5.16) where we have defined the response

function of the bath in terms of Poisson brackets and performed the averages

over the equilibrium state of non-interacting classical oscillators. Neverthe-

less, we have shown that the spectral function Jpωq could be also attained

directly from the equations of motion of the reservoir variables, and it was

actually independent of the oscillator equilibrium distribution. This means

that the previous analysis follows exactly as before until we reach (5.26) and

(5.29) written in terms of operators.

The second place is in equation (5.27), where the equipartition theorem

was used and, consequently, a classical equilibrium distribution of oscillators

was assumed. Therefore, if we want to generalize those relations all we have

to do is evaluate the same averages with a quantum mechanical equilibrium

distribution of a set of non-interacting oscillators. This can easily be done,

and yields

xtf̂ptq, f̂pt1quy

2
“
h̄

π

8
ż

0

dω η ω coth
h̄ω

2kBT
cosωpt´ t1q. (5.36)

Owing to the non-commuting character of the bath operators involved in

(5.26) (remember to replace 9̂qkp0q Ñ p̂kp0q{mk), we have also replaced the

product fptqfpt1q by its symmetrized form tf̂ptq, f̂pt1qu{2 where t˚, ˚u stands

for the anti-commutator of the two operators. The latter obviously reduces to

the former in the classical regime as the r.h.s. of (5.36) reproduces the white
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noise expression (5.28) when kBT ąą h̄ω̃ where ω̃ is a typical frequency

scale of the particle motion.

Therefore, our minimal model has also been useful for deriving an equation

of motion for the position operator q̂ptq exactly like (4.1), with the fluctu-

ating force operator f̂ptq obeying a colored noise relation given by (5.36).

This is what is called the quantum Langevin equation for Brownian motion.

Notice that although this equation is instantaneous, or Markovian, as

far as the damping term is concerned, the colored noise introduces a non-

Markovian character to the full quantum mechanical (low temperature) dy-

namics of the particle. This will be seen more clearly later on, when we

deduce the master equation for the reduced density operator of the system

of interest. In that case, a Markovian equation will only result in very special

circumstances.

5.2 Particle in general media : non-linear coupling model

It has been shown extensively in the literature that, within the range of

interest, other approaches to dealing with dissipative systems described by

a single dynamical variable always furnish us with the the same results as

those obtained by the bath of non-interacting oscillators with a properly

chosen spectral function. This is the case , for example, in the employment

of microscopic models to describe more realistic systems such as a charged

particle in a metallic environment (Hedeg̊ard and Caldeira, 1987; Guinea,

1984; Weiss, 1999). However, despite all its success there are certain dissipa-

tive systems for which the minimal model can be shown to be inappropriate

to account for the physics we expect. Let us consider, for instance, the dy-

namics of two Brownian particles.

Although this example does not directly apply to any of those realistic

situations presented in the two initial chapters of this book, there are two

things we should mention to defend our choice. The first is that a compo-

sition of devices or, generally speaking, dissipative structures, do exist and

can be very important from the point of view of either fundamental physics

or applications. Second, the model we have introduced is not bound to be

applicable only to meso- or nanoscopic devices or collective dynamical vari-

ables. Actually, we expect we can also apply it to the motion of particles

(macroscopic or not) in general media, in other words, to transport prob-

lems. Although the latter will not be our main goal in this book, sometimes

examples thereof will be timely. Besides, the motion of particles in material

media is the paradigm of Brownian motion. We hope to have convinced the

reader that our analysis will not be purely academic.
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Suppose one immerses two independent (but identical) particles in the

same medium where each of them would separately behave as a Brownian

particle. This hypothesis implies that the coupling constants of the individ-

ual particles to the common bath are the same. Since for each individual

particle we could describe the effect of the medium with a bath of oscillators,

it would be very natural to try to generalize the model to cope with the pres-

ence of these two particles. This generalization is quite straightforward and

the only point where we need to be a bit cautious is when introducing the

well-known counter-term (5.5) in the generalized model. In order to do that

unambiguously one has to employ the equivalent model for the system-bath

Lagrangian where the interaction is replaced by a velocity-coordinate cou-

pling (5.31) and perform the usual canonical transformations to achieve the

desired coordinate-coordinate coupling with the appropriate counter-term.

Once again, we can obtain the equations of motion for each particle under

the influence of the environment using the Laplace transform method as in

the preceding section. These are now coupled Langevin equations which de-

couple when written in terms of the center of mass and relative coordinates,

q and u, of the two particles. However, the equation for u presents a very

strange behavior; it obeys a free particle equation of motion which is quite

unexpected.

In this section we propose an extension of the usual model of a bath of

oscillators in order to remedy this deficiency1. On top of succeeding in so

doing, we will also be able to show that this extension provides us with an

effective coupling between the two particles mediated by the presence of the

bath and the resulting interaction potential depends on the specific form of

the spectral function of the environmental oscillators. This effect reminds

us of the formation of Cooper pairs or bipolarons in material systems due

to the electron-phonon interaction. We will also establish the conditions un-

der which one can approximate the common bath by two independent ones.

A trivial solution to this problem would be to assume that the coupling

constants of each particle to the environment are different from each other.

However, this is not a very reasonable assumption since we have been as-

suming that the particles are identical and the reservoir is common to both

of them. Another possibility is to consider a position dependent coupling

constant but this has already been done in (Caldeira and Leggett, 1983b)

and gives rise to a position dependent damping. Nevertheless, we will show

below that if we make a specific choice of this coupling function based on

very general arguments, it is possible to generate a constant damping again.

1 In the remainder of the section we shall be following Duarte and Caldeira (2006) closely.
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In the generalization of the minimal model, the system of interest is rep-

resented by the free particle Lagrangian

LS “
1

2
M 9x2, (5.37)

wheras the heat bath is now described as a symmetrized collection of inde-

pendent harmonic modes,

LR “
1

2

ÿ

k

mkp 9Rk 9R´k ´ ω
2
kRkR´kq, (5.38)

and for the coupling term we assume the interaction Lagrangian

LI “
ÿ

k

C̃kpxq 9Rk, (5.39)

where Ckpxq is no longer a linear function of x. Notice that this form of

writing the model Lagrangian to the environment is quite general. Actually,

it is the form appropriate to describing the Fourier transform of the coupling

of the particle to a real scalar field φpx, tq, such as the deformation field of

a one-dimensional solid.

We can rather use the Hamiltonian formulation and perform the canon-

ical transformation, Pk Ñ mkωkRk and Rk Ñ Pk{mkωk, to show that the

coupling term, after being properly symmetrized, transforms into

HI “
1

2

ÿ

k

pC´kpxqRk ` CkpxqR´kq ´
ÿ

k

CkpxqC´kpxq

2mkω
2
k

, (5.40)

where Ckpxq ” C̃kpxqωk is the new coupling constant. In order to represent

the effect of a local interaction of the particle with a spatially homogeneous

environment, we choose

Ckpxq “ κke
ikx, (5.41)

which means that the entire system is translationally invariant and, more-

over, the coupling to the environment is homogeneous as we show next.

If the particle is displaced by a distance d, the coupling term transforms

into C´kpx`dqRk “ C´kpxqe
´ikdRk, which suggests the definition of a new

set of canonical variables as R̃k “ e´ikdRk that leaves the total Lagrangian

(or Hamiltonan) invariant. It is now a trivial matter to show that with a

coupling like (5.41), the potential renormalization term in (5.40) is constant

and therefore does not contribute to the particle dynamics. This coupling

appears in many realistic situations as, for example, in the interaction of a

particle with a fermionic bath (Hedeg̊ard and Caldeira, 1987).
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Following the same steps as in the preceding section, we write the Euler-

Lagrange equations for all the variables involved in the problem, take their

Laplace transforms and eliminate the bath variables, in order to find the

following equation of motion for the system of interest

M :x`

t
ż

0

Kpxptq ´ xpt1q, t´ t1q 9xpt1qdt1 “ F ptq. (5.42)

The resulting non-linear dissipation kernel, given by

Kpx, tq “
ÿ

k

k2κkκ´k
mkω

2
k

cos kx cosωkt, (5.43)

shows that the interaction with the thermal bath induces a systematic in-

fluence on the system which is non-local and non-instantaneous.

The function F ptq, on the other hand, can once again be interpreted as a

fluctuating force

F ptq “ ´
B

Bx

ÿ

k

"

´

C´kpxqR̃kp0q ` CkpxqR̃´kp0q
¯ cosωkt

2

`

´

C´kpxq 9Rkp0q ` Ckpxq 9R´kp0q
¯ sinωkt

2ωk

*

, (5.44)

where R̃k “ Rk ´Ckpx0q{mkω
2
k and x0 is the initial position of the particle.

F ptq depends explicitly on the initial conditions of the bath variables and its

statistical properties are obtained from the initial state of the total system.

Notice that when k Ñ 0 and Ck ” kκk we recover the results of the minimal

model, as expected.

Now we need to choose a suitable spectral function for the oscillators

which, in the continuum limit, allows us to recover the Brownian motion.

The kernel in (5.43) can be rewritten as

Kpx, tq “
ÿ

k

8
ż

0

dω2k2κkκ´k
Imχ

p0q
k pωq

πω
cos kpxptq ´ xpt1qq cosωpt´ t1q,

(5.45)

where Imχ
p0q
k pωq “ πδpω ´ ωkq{2mkωk is, as we have seen before, the imag-

inary part of the dynamical response χ
p0q
k pωq of a non-interacting oscillator

with wave number k. This is the point where we slightly deviate from the

procedure adopted to define Jpωq in (5.17) - (5.21). Before we had only the

dependence of the response functions on the frequency ωk and k played the

role of a harmless label. In contrast, now k acts as a wavenumber and there
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is an extra summation over its allowed values. However, it will not be an

additional complication, at it seems at first sight.

If we assume that the oscillators (or normal modes) in the environment are

in fact only approximately non-interacting and replace solely their response

functions by those of damped oscillators, χkpωq, one has

Imχ
p0q
k pωq Ñ Imχkpωq “

γkω

mk

”

`

ω2 ´ ω2
k

˘2
` ω2γ2

k

ı , (5.46)

where γk is the relaxation frequency of the kth oscillator. Here we should

mention that all the environmental oscillators are assumed to be very weakly

damped.

Our main interest is, as before, the study of the system for times longer

than the typical time scale of the reservoir and, therefore, we should concen-

trate on the low-frequency limit of eq. (5.46) in which Imχkpωq 9 ω. This

behavior suggests assuming that

Imχkpωq « fpkqωθpΩ´ ωq, (5.47)

where we have, as usual, introduced a high frequency cutoff Ω as the char-

acteristic frequency of the bath. A functional dependence like (5.47) for the

dynamical response of the bath has been employed in references (Hedeg̊ard

and Caldeira, 1987; Guinea, 1984) for fermionic environments. The particu-

lar choice of the dynamical susceptibility of the bath allows us to separate,

at least at low frequencies, its time and length scales, which results in a

Markov dynamics when we replace (5.47) in (5.45) and integrate with re-

spect to ω when Ω Ñ 8. With these considerations the equation of motion

(5.42) reads

M :xptq ` η 9xptq “ F ptq, (5.48)

where η ”
ř

k
k2κkκ´kfpkq. Notice that within this new model we obtain a

relation between the damping constant and some microscopic parameters of

the oscillator bath. Assuming that the bath is initially in thermal equilibrium

it is easy to show that, for high temperatures, the fluctuating force F ptq

satisfies the relations xF ptqy “ 0 and xF ptqF pt1qy “ 2ηkBTδpt ´ t1q, which

are characteristic of white noise. Notice that this is valid only if we assume

a classical distribution of oscillators as the initial state of the bath.

Therefore, the system-reservoir model with non-linear coupling presented

here allows us to reproduce the result we would have obtained by coupling

the particle of interest bilinearly in coordinates to a bath of non-interacting

harmonic oscillators with the spectral function Jpωq “ ηω.
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We are now in a position to deal safely with the problem of two particles

coupled to a dissipative environment. In this case the Lagrangian of the

system of interest is

LS “
1

2
M 9x2

1 `
1

2
M 9x2

2, (5.49)

and the coupling term

LI “ ´
1

2

ÿ

k

rpC´kpx1q ` C´kpx2qqRk ` pCkpx1q ` Ckpx2qqR´ks .

(5.50)

Notice that there is no counter-term in (5.50) since, as we have argued

above, our system is translationally invariant. The equations of motion for

this Lagrangian are then

M :xi `

t
ż

0

Kpxiptq ´ xipt
1q, t´ t1q 9xipt

1qdt1

`

t
ż

0

Kpxiptq ´ xjpt
1q, t´ t1q 9xjpt

1qdt1

`
BpV pxiptq ´ xjptqqq

Bxi
“ Fiptq, (5.51)

where i ‰ j “ 1, 2, the fluctuating force Fiptq has the form given by (5.44)

replacing xptq by xiptq and

V prptqq “ ´
ÿ

k

8
ż

0

dω2κkκ´k
Imχ

p0q
k pωq

πω
cos krptq. (5.52)

In the long-time limit, the second term on the l.h.s. of (5.51) can be

written as η 9xi providing us with the usual dissipative term. The third term

represents a cross-dissipative term that depends on the velocity of the second

particle and the relative distance between them, reminding us of a current-

current interaction between charged particles. The last term is an effective

interaction induced by coupling with the common environment.

The explicit forms of these terms in the long-time regime are obtained

through evaluation of (5.45) and (5.52) with the replacement introduced in

(5.46) and further employment of the approximation (5.47). Performing the

frequency integrals still leaves us with summations over k which can also be
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transformed into integrations with the help of a function gpkq defined as

ηgpkq ”
ÿ

k1

κk1κ´k1fpk
1qδpk ´ k1q, (5.53)

where we are assuming k1 to be discrete whereas k is a continuous variable.

Integrating this expression over k and using the definition of η just below

(5.48), one sees that gpkq satisfies the condition
8
ş

0

gpkqk2dk “ 1. Notice it is

at this point that the dimensionality of the bath comes into play, and it does

so because of the appearence of the integral over k. We have been loosely

speaking about k as a simple scalar, but there is nothing to prevent us from

considering it as a vector in D dimensions. All we have to do is change the

integration measures accordingly.

Let us for simplicity work with a one-dimensional environment and choose

gpkq as

gpkq “ Ae´k{k0 , (5.54)

where A “ 1{p2k3
0q is the normalization constant and k0 determines the

characteristic length scale of the environment. This choice was inspired by

the case of fermionic environments where ImΠp0qpk, ωq (the imaginary part

of Fourier transform of the retarded polarization function) has, at low fre-

quencies, a very similar behavior to our susceptibility in (5.47) and kF plays

the same role as k0 (see, Fetter and Walecka, 2003, for details). We should

bear in mind that the choice of gpkq is guided either by knowledge of the

microscopic details of the environment or by some phenomenological input

about the macroscopic motion of the two particles, in the same way as Jpωq

in the minimal model.

With (5.54) the kernel of the third term in (5.51) for high temperatures

is

Kpx1ptq ´ x2pt
1q, t´ t1q “ 2δpt´ t1qηpuptqq, (5.55)

where uptq “ x1ptq ´ x2ptq,

ηpuptqq “ η

˜

1
`

k2
0u

2 ` 1
˘2 ´

4u2k2
0

`

k2
0u

2 ` 1
˘3

¸

, (5.56)

and the effective potential reads

V puptqq “ ´
2Ωη

πk2
0

`

k2
0u

2ptq ` 1
˘ . (5.57)

The strength of the effective potential depends on the characteristic length
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and time scales of the environment. Therefore, the contribution of this cou-

pling to the dynamics of the Brownian particles is only important for times

longer than the typical time scale of the reservoir and distances not much

longer than its characteristic length k´1
0 . A simple hypothesis about the

relation between the frequency and wavenumber cutoffs can lead us to a

much more suggestive expression for (5.57). Suppose Ω and k0 are related

by an expression like the dispersion relation of a non-relativistic particle of

mass m, namely Ω “ h̄k2
0{2m. Using this expression in (5.57) we see that

the strength of the potential V puq becomes proportional to h̄γM{m where

m is a typical mass scale of the environmental oscillators. In other words,

it is expressible in terms of the phenomenological relaxation constant of

the particles but independent of the frequency and length cutoffs we have

introduced.

The fluctuating forces still satisfy the white noise properties but now they

present an additional property associated with the distance between the

particles. The forces F1ptq and F2ptq are also spatially correlated, that is
@

F1ptqF2pt
1q
D

“ 2ηpuptqqkBTδpt´ t
1q. (5.58)

(u)/

k
0
u

Figure 5.1 Force-force correlation

In Fig. 5.1 we see the noise correlation strength as a function of the dis-

tance between the particles. For short distances the noise correlation has the

standard Brownian behavior. However, for longer distances the correlation

function becomes negative and this anti-correlation induces an anomalous

diffusive process in the system which will ultimately tend to normal diffusion

once the particles are infinitely far apart.

In terms of the relative and center-of-mass coordinates the equations of
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motion read

M :uptq ` η 9uptq ´ ηpuptqq 9u` V 1puptqq “ Fuptq (5.59)

and

M :qptq ` η 9qptq ` ηpuptqq 9q “ Fqptq, (5.60)

where Fuptq “ F1ptq´F2ptq and Fqptq “ pF1ptq`F2ptqq{2. From the form of

V puptqq and ηpuptqq and the statistical properties of the fluctuating forces,

we can write

xFuptqy “ 0 and xFuptqFupt
1qy “ 4kBT pη ´ ηpuqqδpt´ t

1q and

xFqptqy “ 0 and xFqptqFqpt
1qy “ kBT pη ` ηpuqqδpt´ t

1q. (5.61)

It is evident that at large distances the equations of motion for the relative

and center-of-mass coordinates represent the motion of Brownian particles

with reduced mass M{2 and total mass 2M , respectively. In general, the

dissipation depends on the relative distance between the particles and for

distances such that uk0 ! 1, we have up to first order in uptq, V 1puq9´uptq.

In this approximation both dissipation and fluctuations are negligible and

then we have an undamped oscillatory motion for uptq. This is equivalent to

the ballistic limit of a single Brownian particle at very short times. In other

words, the internal motion of this small Brownian “molecule” is insensitive

to the presence of the environment.

It should be stressed here that all the above results and conclusions are

strongly dependent on the hypothesis we have made in (5.47) and the model

employed in (5.54). If one modifies these choices we are certainly bound to

end up with something very different from the results presented above. On

the level of treating dissipative effects in quantum systems, the model we

adopt must be guided by the phenomenology of the specific problem we face.

So, we have presented in this section a system-plus-reservoir model with

a non-linear coupling in the system coordinates which, under appropriate

conditions, allows us to reproduce the phenomenological results known for

the dynamics of a Brownian particle. As the model is manifestly translation

invariant it turns out to become the natural candidate to describe the dis-

sipative motion of a particle immersed in a homogeneous material medium.

Actually, it is generally observed that the exponential form employed here is

quite ubiquitous in the interaction of a moving particle with a realistic many

body system (see, for example, Hedeg̊ard and Caldeira, 1987). Moreover, the

dissipation coefficient is still expressible in terms of a few parameters of the

thermal bath that can be measured experimentally.

It should also be emphasized that the traditional bilinear model is the
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linearized version of the one we have just presented here, and, therefore, is

more appropriate to describe the motion of a single particle about a localized

region of the environment.

Besides improving the microscopic description of the Brownian motion,

this generalization is still capable of predicting an effective coupling between

two Brownian particles mediated by the bath, which depends on the choice

of its dynamical susceptibility. Although this kind of coupling is quite com-

mon in condensed matter physics (formation of Cooper pairs and bipolarons

or RKKY interaction, just to name just a few cases) there is no reason one

should expect it to take place between two ordinary Brownian particles.

However, it was the choice made for the behavior of the bath response func-

tion in order to reproduce the Brownian motion which naturally generated

this effective coupling. Actually, it is the separable k -dependent part of the

susceptibility that gives the specific form of the static potential we have ob-

tained here. Retarded effects will show up as one can no longer separate the k

and ω dependences in that function. These non-local effects are also relevant

for the single- particle case but only in a non-Markovian approximation.

5.3 Collision model

As we have seen along the last two sections, the models introduced therein

were able to account for the classical motion of a Brownian particle if one

makes very general assumptions about the response of the environment to its

presence. Moreover, we have also been able to extend what we have called the

minimal model to cope with the presence of two Brownian particles without

any ambiguity. In this sense, our approach has been absolutely phenomeno-

logical so far. We have never really bothered about the microsocopic details

underlying the dynamics of the systems in which we are interested, although

we have given some examples of realistic systems where, for instance, the

specific form of a non-linear coupling can be applied. Nevertheless, there are

some situations in which a partial microscopic knowledge of the coupling to

the environment is so evident that we had best take it into account even if

we later realize that, once again, the resulting dynamics can be described

by some generalization of the minimal model.

It is the case, for example, of a system composed by an external particle

coupled via a very localized potential to identical non-interacting and non-

relativistic point particles (Caldeira and Castro Neto, 1995). In other words,

the external particle would collide with the particles of the medium and

consequently lose energy after multiple scattering processes. This is the most

intuitive model for the Brownian motion, although not so simple as the
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minimal model. As we show below, even the classical analysis of the motion

of the external particle is not so straighforward as in the latter case.

Another important example which presents a very similar physics is that

resulting from the application of the collective coordinate method (Rajara-

man, 1987; Castro Neto and Caldeira, 1992, 1993) to quantize the motion

of solitons in field theoretical or many body models. In this approach, the

center of the soliton acquires the status of a quantum mechanical operator

coupled to the linearized excitations of the system. The coupling happens

to be through the collision of those excitations with the deformation of the

medium (potential) provided by the presence of the localized solitonic exci-

tation. Therefore, the quantum soliton motion can be viewed as the quantum

version of the model we have mentioned above, the only difference being the

fact that the excitations of the medium need not be massive as before. A

straightforward application of this model to our needs would be the study

of the motion of localized collective excitations (solitons or kinks) , such as

domain walls or vortices in magnetic or superconducting media, respectively.

Although we are not going to develop this model along the same lines as

we have done for the previous ones, and the reason for that will become

apparent shortly, let us for the sake of completeness at least sketch what

one would need to do in order to address the problem classically.

Let us start from the Hamiltonian

Hpq, p, qi, piq “
p2

2M
` V pqq `

N
ÿ

i“1

Upqi ´ qq `
N
ÿ

i“1

p2
i

2m
, (5.62)

which describes the coupling of the external particle to environmental ones

through the potential
N
ř

i“1
Upqi´qq and also takes into account the possibility

of the existence of a potential V pqq acting only on the external particle.

It is an easy exercise to show that, under the transformation qi ´ q Ñ Qi
and p`

ř

i pi Ñ P , where P and pi are canonically conjugate to q and Qi,

respectively, the new Hamiltonian

H1pq, P,Qi, piq “
1

2M

˜

P ´
N
ÿ

i“1

pi

¸2

` V pqq `
N
ÿ

i“1

ˆ

p2
i

2m
` UpQiq

˙

, (5.63)

generates the same equations of motion as before, namely

M :q ` V 1pqq ´
N
ÿ

i“1

U 1pqi ´ qq “ 0

and m:qi ` U
1pqi ´ qq “ 0. (5.64)
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Since the equation of motion for qiptq is not linear in this variable, the

method of the Laplace transform we have been employing so far is no longer

useful to describe the effective equation of motion of the external particle

coordinate qptq as before. In other words, with the set of canonical variables

just described above one would not be able to generate an effective Langevin

equation for the particle coordinate in the appropriate limit. However, there

is a very subtle canonical transformation from the old ppi, Qiq to a new set

of variables which would do this job. Although this can be done classically,

it is not trivial and its motivation and implementation is much simpler if

we treat the quantum mechanical problem directly with the Hamiltonian

(5.63). Therefore, we will postpone the discussion of this model for a while

until we start with the full quantum mechanical treatment of our models.

5.4 Other environmental models

All the models of system-bath interaction we have treated in this chapter,

on top of being phenomenological, have been defined through their classical

counterparts. Actually, it has been through the classical effective equations

of motion for the variables of interest, whenever available, that we have

been able to extract the appropriate dependence of the spectral function of

the environment at low frequencies which is ultimately responsible for the

long time behavior of the particle dynamics. However, there are situations

in which the most suitable description is inevitably quantum mechanical.

In these cases, one can also propose phenomenological models in terms of

appropriate quantum operators in order to reproduce some expected relax-

ation processes. Although examples thereof may not necessarily be useful

for describing the quantum mechanics of collective variables, we think some

of them deserve a few words at the end of this chapter. Let us present two

in particular.

Rotating wave approximation (RWA). As its name indicates it is actually an

approximation by which a general Hamiltonian of, say, an electromagnetic

mode in a cavity acquires a very simplified form (Louisell, 1990). Generally

it is written as

HRWA “ h̄ωaa
:a`

ÿ

k

tVka
:bk ` V

˚
k a b

:

ku `
ÿ

k

h̄ωkb
:

kbk, (5.65)

where a and bk are respectively the annihilation operators of the electromag-

netic field mode and the kth excitation mode of the cavity, ωa and ωk their
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corresponding frequencies, and Vk the coupling between them. The general-

ization of the model to many electromagnetic modes is straightforward and

we only need to consider the presence of more modes of the form al and

couplings Vlk.

As a matter of fact, this model has a very broad range of applicability. It

not only appears in quantum optics but also in several examples of condensed

matter systems, in particular those dealing with the coupling of elementary

excitations (phonons, magnons and alike) in solids (Kittel, 1987).

If Vk “ V ˚k , (5.65) can also be viewed as a modified minimal model (5.34)

applied to a particle in a harmonic potential written in terms of creation and

annihilation operators of the particle of interest and bath oscillators which

read

a “

c

Mωa
2h̄

ˆ

q ` i
p

Mωa

˙

and

bk “

c

mkωk
2h̄

ˆ

qk ` i
pk

mkωk

˙

(5.66)

with their corresponding adjoints a: and b:k.

The difference between the two is that the counter-term (last term on

the r.h.s. of (5.34)) and the counter-rotating terms, a bk and a:b:k, should be

dropped from (5.34) in order to reproduce (5.65). Now, since its dependence

on both creation and annihilation operators is quadratic, the equations of

motion for all of them are linear, which allows us to use once again the

method of Laplace transform as in (5.6) - (5.9) to write down an effective

time evolution equation for the variable of interest a (or a:) in terms of the

bath operators bkp0q or b:kp0q. Moreover, similarly to what we have done in

(5.14), we can also define for (5.65) another spectral function given by

Spωq “
2π

h̄2

ÿ

k

|Vk|
2δpω ´ ωkq, (5.67)

which, if applied to the minimal model
`

Vk “ h̄Ck{2
?
M ωamk ωk

˘

, can be

related to (5.14), by Jpωq “MSpωqωa.

However, contrary to what we have seen for the minimal model, a Marko-

vian equation for a and a: is always possible to obtain if we consider a very

weak coupling between the system and its environment in such a way one

can treat the effect of the latter within first-order perturbation theory. This

means operationally that in all the resulting frequency integrals we must
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consider Spωq « Spωaq “ 2γ and npωq « npωaq where

npωq “
1

exp
´

h̄ ω
kBT

¯

´ 1
(5.68)

is the thermal occupation number for a harmonic mode of frequency ω.

Notice that the choice made for Spωq just above (5.68) coincides, as it should,

with the exponential relaxation obtained from the application of the Fermi’s

golden rule to the problem of the decay of an excited atomic level (see, for

example, (Merzbacher, 1998)) and whose rate reads

w “ 2γ “
2π

h̄2

ÿ

k‰a

|Vk|
2δpωa ´ ωkq “

2π

h̄2 |Va|
2ρpωaq, (5.69)

where ρpωaq is the density of modes evaluated at the natural frequency ωa.

Another point worth emphasizing here concerns the absence of the conter-

term in the present model, which implies the existence of a real energy shift

∆E to the unperturbed term h̄ωa. This issue is important and usually causes

some confusion in the literature.

The Hamiltonian (5.65) represents a system whose dynamical behavior is

known and which we couple to an external bath. Consequently, the effects

of energy shift and excited state decay are physical and there is nothing one

could do about them except neglect one or the other depending on their

strength or the physical question we wish to answer. On the contrary, the

Hamiltonian (5.34) was proposed to reproduce some phenomenological input

provided by the classical (damped) equation of motion for a given variable of

interest and the existence of the counter-term is due to the arbitrary choice

made for the bath degrees of freedom suitable for our needs. The two models

address different questions and there is no ambiguity in that.

If we are still unhappy with the former explanation there is an alternative

way to exemplify the different physical situations. Suppose we insert a di-

atomic and very massive molecule in the harmonic bath with the non-linear

coupling introduced in the last section. Our previous results show us that

the motion of its center-of-mass is dissipative, but no external potential is

provided by the bath. It behaves as a damped doubly massive free particle.

On the contrary, the relative coordinate behaves as a particle having the

reduced atomic mass performing a damped motion in a potential composed

of the original interatomic potential and an extra potential mediated by

the bath. In other words, one sees now a dissipative motion in a modified

effective potential. Therefore, if we want to model each of these two situa-

tions separately as being the result of different minimal models applied to
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the center-of-mass and relative coordinates, the former would be of the kind

(5.34) whereas the latter, if treated in the harmonic approximation, would

be mimicked by (5.65). Notice that we are not saying that the bath-mediated

interaction could be simply expressed as a harmonic correction to the orig-

inal potential. Our message is that the physics introduced by the harmonic

correction might be a real phenomenon in this case. We hope to have settled

this issue with these two brief explanations.

Since the RWA has been studied extensively in the literature, in particular

in the context of quantum optics (Louisell, 1990), we will not pursue it any

further. For an exact diagonalization of the model we refer the reader to

(Rosenau da Costa et al., 2000).

Two-state system (TSS) bath. Suppose now that our external particle ei-

ther interacts magnetically with a system composed of magnetic moments

ps “ 1{2q with different gyromagnetic factors or collides with different

atoms each of which has only one allowed electronic transition during the

inelastic scattering process. Then, one can describe the reservoir as a set of

non-interacting two-state systems (TSS) which are coupled to the particle

through the Hamiltonian

HTSS “ H0 `HI `HR (5.70)

where

HI “ ´
ÿ

k

Fk q σ
pxq
k , (5.71)

HR “
ÿ

k

h̄ ωk σ
pzq
k , (5.72)

and H0pq, pq is the Hamiltonian of the particle when isolated. In the above

expressions Fk are the new coupling constants and σ
pαq
k pα “ x, y, zq are the

Pauli matrices. This can be viewed as a bath of harmonic oscillators which

are projected onto their two lowest lying energy eigenstates. In this way we

can compare (5.70) and (5.34) defining

σ
p`q

k “ rσ
p´q

k s: ”
σ
pxq
k ` i σ

pyq
k

2
(5.73)

and realizing that for the two lowest lying states

qk “

d

h̄

2mkωk

´

bk ` b
:

k

¯

“

d

h̄

2mkωk

´

σ
p´q

k ` σ
p`q

k

¯

“

d

h̄

2mkωk
σ
pxq
k

(5.74)
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which gives us

Fk “

d

h̄

2mkωk
Ck. (5.75)

Now we can define a new spectral function for this model as

JTSSpωq ” π
ÿ

k

F 2
k δpω ´ ωkq (5.76)

which relates to (5.14) through JTSSpωq “ h̄Jpωq. The relaxation process

originated from this model obviously depends on the choice we make for

JTSSpωq. In this case, it can be shown (Caldeira et al., 1993) that the previ-

ous choice we have made for Jpωq in (5.22) will no longer give us the same

result for the effective motion of the external particle. In order to recover

the Brownian-like behavior another choice needs to be made.

A simple variation of (5.71), in fact its RWA, is very useful for treating,

for example, a harmonic mode coupled to the TSS bath. It reads

HI “ ´
ÿ

k

´

Gkσ
p`q

k a ` G˚kσ
p´q

k a:
¯

(5.77)

where a and a: are respectively annihilation and creation operators of the

harmonic mode. The full Hamiltonian (5.70) with (5.77) replacing (5.71) is

known in the literature as the Jaynes-Cummings model (Jaynes and Cum-

mings, 1963) which is another form very useful in quantum optics.

If we once again borrow the parameters from a mechanical oscillator for

H0 “ h̄ωaa
: a, Fk and Gk become related through (assuming without loss

of generality that Gk “ G˚k)

Gk “

c

h̄

2Mωa
Fk, (5.78)

in terms of which another spectral function defined as

SJCpωq ” π
ÿ

k

G2
k δpω ´ ωkq, (5.79)

can also be related to the previous ones in (5.14, 5.76) by

SJCpωq “
h̄

2Mωa
JTSSpωq “

h̄2

2Mωa
Jpωq. (5.80)

As a final remark about the models we have just introduced, we must

emphasize that we have worried about defining their corresponding spectral
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functions and always relate them to that of the minimal model, namely Jpωq,

only to provide a sort of guidance to the reader in comparing how these dif-

ferent models influence the damping and fluctuation terms. In treating one

of these specific models, for example in the Heisenberg picture (Merzbacher,

1998), to write the effective equation of motion for the operator of the system

of interest, we must always use the spectral function of the corresponding

model to replace the summations over k by integrals over frequencies and es-

tablish the desired form of the relaxation rate or the conditions under which

the Markovian approximation applies. Although we have done that explic-

itly for the minimal and non-linear coupling models, we deviate from this

approach from now onwards. In the next chapter we will develop the strat-

egy we will adopt in the remaining of the book to attack general quantum

mechanical problems in dissipative systems.



6

Implementation of the propagator approach

Now that we have decided on the method to evaluate the reduced density

operator of the system and also introduced some reasonably simple phe-

nomenological models which account for some properties of given dissipative

systems, let us develop the explicit forms of that operator for some of them.

6.1 The dynamical reduced density operator

6.1.1 The minimal model case

As the reservoir consists of a set of N non-interacting oscillators, we can now

evaluate (4.61) and (4.62) analytically . However, it is still quite laborious

to go on with their evaluation through conventional approaches such as the

explicit use of the environmental wave functions. Our approach is, as we have

mentioned before, Feynman’s representation for K in terms of functional

integrals which will prove more suitable than many other ways to deal with

the same problem.

It can be shown (Feynman and Hibbs, 1965) that in the functional integral

representation the total propagator reads (see also appendix A)

Kpx,R, t;x1,R1, 0q “

x
ż

x1

R
ż

R1

Dxpt1qDRpt1q exp

"

i

h̄
Srxpt1q,Rpt1qs

*

,

(6.1)

where

Srxpt1q,Rpt1qs “

t
ż

0

Lpxpt1q,Rpt1q, 9xpt1q, 9Rpt1qq dt1, (6.2)

is the action of the composite system R`S. Those integrals in (6.1) must be
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evaluated over all the geometric paths xpt1q and Rpt1q such that xp0q “ x1,

xptq “ x, Rp0q “ R1, and Rptq “ R.

Inserting (6.1) in (4.62) we reach

J px, y, t;x1, y1, 0q “
x
ż

x1

y
ż

y1

Dxpt1qDypt1q exp

"

i

h̄
S̃0rxpt

1qs

*

ˆ exp

"

´
i

h̄
S̃0rypt

1qs

*

Frxpt1q, ypt1qs, (6.3)

where S̃0 is the action of the system of interest when isolated, S0, plus the

counter-term action, SCT , and

Frxpt1q, ypt1qs “
ż ż ż

dR1 dQ1 dR ρRpR
1,Q1, 0q

R
ż

R1

R
ż

Q1

DRpt1qDRpt1q

ˆ exp
! i

h̄

”

SIrxpt
1q,Rpt1qs ´ SIrypt

1q,Qpt1qs ` SRrRpt
1qs ´ SRrQpt

1qs

ı)

,

(6.4)

is the so-called influence functional (Feynman and Hibbs, 1965; Feynman

and Vernon Jr., 1963). This functional is the average of the product of two

time evolutions over the initial state of the environment. One of them is

the time evolution of the environment when acted by the system of interest

and the other is its time reversed partner. One needs these two histories to

describe the time evolution of the reduced density operator of the system.

It is clear that this approach can be applied to several systems, but it

is unlikely to be exactly soluble in the great majority of cases. That is

where our model (5.1) comes into play. Since our bath is harmonic one

can easily compute its propagator when acted on by the coordinate of the

particle of interest (forced harmonic oscillators) and perform the average in

(6.4) by assuming that the environment is in thermal equilibrium at a given

temperature T (Feynman, 1998; Feynman and Hibbs, 1965).

Although the integrals in (6.4) are all Gaussians we are not going to write

the intermediate steps of their evaluation explicitly.

In order to compute the influence functional (6.4) we shall make explicit

use of the expression for the propagator of the kth environmental oscillator

when it is acted by an external force Ckxptq which reads (Feynman and

Hibbs, 1965)

K
pkq
RI “

c

mkωk
2πih̄ sinωkt

exp
i

h̄
S
pkq
cl , (6.5)
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where

S
pkq
cl “

mkωk
2sinωkt

”´

R2
k `R

1
k

2
¯

cosωkt´ 2RkR
1
k

´
2CkRk
mkωk

t
ż

0

xpt1q sinωkt
1dt1 ´

2CkR
1
k

mkωk

t
ż

0

xpt1q sinωkpt´ t
1qdt1

´
2C2

k

m2
kω

2
k

t
ż

0

dt1
t1
ż

0

dt2xpt1qxpt2q sinωkpt´ t
1q sinωkt

2
ı

. (6.6)

This and its time reversed counter-part must be multiplied by one another

for all k and averaged over the initial state of the environment. In our par-

ticular problem we will assume that the environment is initially in thermal

equilibrium at temperature T independently of the position of the particle

of interest and therefore its density operator can be written as

ρRpR
1,Q1, 0q “

ź

k

ρ
pkq
R pR

1
k, Q

1
k, 0q “

ź

k

mkωk

2πh̄sinhp h̄ωkkBT
q

ˆ exp´

#

mkωk

2h̄sinhp h̄ωkkBT
q

”´

R1k
2
`Q1k

2
¯

cosh
´ h̄ωk
kBT

¯

´ 2R1kQ
1
k

ı

+

.

(6.7)

Since all the integrals in (6.4) are Gaussians, we can readily evaluate them.

Substituting ( 6.5, 6.6, 6.7) in (6.4) and the resulting expression in (6.3) we

get

J px, y, t;x1, y1, 0q “

x
ż

x1

y
ż

y1

Dxpt1qDypt1qexp
i

h̄

!

S̃0rxpt
1qs ´ S̃0rypt

1qs

´

t
ż

0

τ
ż

0

dτdσrxpτq ´ ypτqsαIpτ ´ σqrxpσq ` ypσqs
)

ˆ exp´
1

h̄

t
ż

0

τ
ż

0

dτdσrxpτq ´ ypτqsαRpτ ´ σqrxpσq ´ ypσqs
)

, (6.8)

where

αRpτ ´ σq “
ÿ

k

C2
k

2mkωk
coth

h̄ωk
2kBT

cosωkpτ ´ σq (6.9)
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and

αIpτ ´ σq “ ´
ÿ

k

C2
k

2mkωk
sinωkpτ ´ σq. (6.10)

For later convenience let us define the damping function

ηpτ ´ σq “ 2Mγpτ ´ σq ”
ÿ

k

C2
k

2mkω
2
k

cosωkpτ ´ σq, (6.11)

which is related to αIpτ ´ σq by

αIpτ ´ σq “
dηpτ ´ σq

dτ
, (6.12)

and the diffusion function Dpτ ´ σq, which is actually αRpτ ´ σq.

Now, using (5.14, 5.22) we can rewrite these expressions as

αRpτ ´ σq “
1

π

Ω
ż

0

dω ηω coth
h̄ω

2kBT
cosωpτ ´ σq (6.13)

and

αIpτ´σq “ ´
1

π

Ω
ż

0

dω ηω sinωpτ´σq “
η

π

d

dpτ ´ σq

Ω
ż

0

dω cosωpτ´σq. (6.14)

In order to obtain the final expression for (6.3), we must insert (6.13, 6.14)

into (6.8). These substitutions must be done carefully, in particular the one

involving the expression (6.14). The double integral in the imaginary part

of (6.8) transforms into

η

π

t
ż

0

τ
ż

0

Ω
ż

0

rxpτq ´ ypτqs
d

dpτ ´ σq
cosωpτ ´ σq rxpσq ` ypσqs dτdσdω

“ ´
ηΩ

π

t
ż

0

rx2pτq ´ y2pτqsdτ `
η

π
px1 ` y1q

t
ż

0

sin Ωτ

τ
rxpτq ´ ypτqs dτ

`
η

π

t
ż

0

τ
ż

0

rxpτq ´ ypτqs
sin Ωpτ ´ σq

pτ ´ σq
r 9xpσq ` 9ypσqs dτdσ, (6.15)

whose r.h.s. has been obtained after an integration by parts with respect to

σ.

The first term on the r.h.s. of (6.15) comes from the harmonic correction that

can be canceled by the counter-term present in S̃0. The remaining integrals
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on the r.h.s. of (6.15) can be simplified further if we use the fact that the

time interval t is such that t ąą Ω´1, which allows us to approximate

1

π

sin Ωpτ ´ σq

τ ´ σ
« δpτ ´ σq. (6.16)

However, there is a point where we have to use (6.16) with great care. A brief

analysis of the integrals on the r.h.s. of (6.15) shows us that when Ωt ąą 1

its second term reads

ηpx1 ` y1q

t
ż

0

1

π

sin Ωτ

τ
rxpτq ´ ypτqs dτ Ñ ηpx1 ` y1q

t
ż

0

δpτq rxpτq ´ ypτqs dτ,

(6.17)

which, as a function of its lower limit of integration, is not continuous. Its

particular form is

ηpx1 ` y1q

t
ż

t1

δpτq rxpτq ´ ypτqs dτ “

"

0 @ t1 ą 0

ηpx12 ´ y12q{2 if t1 “ 0.

(6.18)

In contrast, the last integral on the r.h.s. of (6.15) is a continuous function

of its lower limit of integration. When Ωt ąą 1 we have

η

2

t
ż

0

dτ rxpτq ´ ypτqs

t
ż

0

δpτ ´ σq r 9xpσq ` 9ypσqs dσ, (6.19)

which could also have been obtained by

lim
t1Ñ0

η

2

t
ż

t1

dτ rxpτq ´ ypτqs

t
ż

t1

δpτ ´ σq r 9xpσq ` 9ypσqs dσ, (6.20)

and, therefore, it does not really matter whether we include the lower limit

of integration in its evaluation.

We conclude that we must specify what we mean by those integrals from

τ, σ “ 0 to τ, σ “ t. In order to recover the appropriate boundary conditions

to the superpropagator (4.62), namely

J px, y, 0`;x1, y1, 0q “ δpx´ x1qδpy ´ y1q,

we must perform all those integrations within the interval 0 ă τ, σ ď t and



6.1 The dynamical reduced density operator 145

finally write

J px, x1, t; y, y1, 0q “
x
ż

x1

y
ż

y1

Dxpt1qDypt1q

ˆexp
i

h̄

!

S0rxpt
1qs ´ S0rypt

1qs ´Mγ

t
ż

0

px 9x´ y 9y ` x 9y ´ y 9xqdt1
)

ˆexp´
2Mγ

πh̄

Ω
ż

0

dω ω coth
h̄ω

2kBT

ˆ

t
ż

0

τ
ż

0

dτdσrxpτq ´ ypτqscosωpτ ´ σqrxpσq ´ ypσqs, (6.21)

where γ ” η{2M is the relaxation constant of the system. More generally,

J px, x1, t; y, y1, 0q “
x
ż

x1

y
ż

y1

Dxpt1qDypt1qexp
i

h̄

"

S0rxpt
1qs ´ S0rypt

1qs

´

t
ż

0

τ
ż

0

dτdσrxpτq ´ ypσqsMγpτ ´ σqr 9xpτq ` 9ypσqs

*

ˆ exp´
1

h̄

t
ż

0

τ
ż

0

dτdσrxpτq ´ ypτqsDpτ ´ σqrxpσq ´ ypσqs, (6.22)

where Dpτ ´ σq and γpτ ´ σq have been defined in (6.9) and (6.11) respec-

tively. In (6.21) we see that, for ohmic dissipation, γpτ ´ σq Ñ γδpτ ´ σq.

Notice that the issue of the limits of integration we have been involved with

is strongly dependent on the choice of the initial condition made in (4.60).

This is related to the problem of the spurious term that appeared in (5.24).

As we have mentioned in our analysis below (5.29), one possible way to cir-

cumvent the problem is to adopt the completely separable initial condition

and disregard the spurious term by imposing that the initial value for qptq

is actually established as qp0`q. That is, purely for simplicity, the solution

we have adopted here. The other possibility would be to modify (4.60) by

imposing that the bath of oscillators is in equilibrium about the initial posi-

tion of the particle, which requires that one should change expression (6.7)

accordingly. We call this a conditionally separable initial condition since it

depends on the parameters used to specify the initial condition of the sys-
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tem of interest. In this second approach the spurious t “ 0 terms cancel out

naturally as we have seen in the method of the equation of motion.

The explanation why the factorizable initial condition still works if it is

appropriately applied to our problem is not complicated, albeit a bit subtle.

In order to understand what goes on we had best analyze the issue from the

form (5.35). Since the whole set of oscillators can be considered as attached

to the external particle but assumed to be in equilibrium about qk “ 0, they

will exert a force on that particle if it is initially displaced by q0 from the

common origin. Moreover, suppose the external particle moves with natural

and relaxation frequencies ω0 and γ such that ω0, γ ăă Ω. Therefore, fast

environmental oscillators are initially very well localized about the origin
´
b

xq2
ky ăă q0

¯

whereas slow ones are spread over a broad region in space
´
b

xq2
ky ąą q0

¯

. As we allow the system to relax, the fastest oscillators will

adjust their motion adiabatically to the very slow motion of the particle and

within a time interval ∆t Á Ω´1 their positions will be such that xqkp∆tqy «

q0. On the contrary, for the slowest oscillators, it does not matter much where

their equilibrium position is since
´
b

xq2
ky ąą q0

¯

. Then, let us consider

them to be in thermal equilibrium about q0. The preceding reasoning justifies

why we have imposed the initial conditions at t “ 0` which actually means

t « Ω´1 when Ω Ñ8. In other words, at t « Ω´1 the reservoir acts as if it

were in equilibrium about the position of the particle.

Expression (6.21) is the main result of this section. Given the external

potential V pqq to which the particle is subject we can, at least in princi-

ple, determine J px, x1, t; y, y1, 0q through the evaluation of that double path

integral. As expected, there are few cases where J px, x1, t; y, y1, 0q can be

obtained in closed analytical form. In the great majority of cases some meth-

ods of approximation must be developed. Potentials of the form V pqq “ aqn,

where n “ 0, 1 or 2, are very special cases that can be solved exactly. After

having evaluated J px, x1, t; y, y1, 0q, we can obtain ρ̃px, y, tq using (4.61) for

some particular initial conditions of the particle of interest. However, let us

firstly investigate a particularly important limit of (6.21), namely the semi-

classical limit, where kBT ąą h̄ω for frequencies such that ω ăă Ω. In other

words, we are assuming that most frequencies in this range will be present

in the Fourier decomposition of the paths which effectivelly contribute to

the evaluation of J px, x1, t; y, y1, 0q.

In this limit, using that cothx « x´1 for x Ñ 0 and performing the
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integration over ω, we can approximate (6.21) by

J px, x1, t; y, y1, 0q “
x
ż

x1

y
ż

y1

Dxpt1qDypt1q

ˆexp
i

h̄

!

S0rxpt
1qs ´ S0rypt

1qs ´Mγ

t
ż

0

px 9x´ y 9y ` x 9y ´ y 9xqdt1
)

ˆexp´
2MγkBT

h̄2

t
ż

0

dτ rxpτq ´ ypτqs2. (6.23)

Nevertheless, this is not the most appropriate form to study the semi-

classical limit of our problem. We had best work directly with the reduced

density operator.

Quantum master equations. Actually, it is very convenient to write a differ-

ential equation for ρ̃px, y, tq, not only because of this specific limit we are

treating, but also for possible comparison with other approaches to prob-

lem (see, for example, (Breuer and Petruccione, 2002)). This equation can

be obtained if we follow the same steps as Feynman, when he deduced the

Schrödinger equation from the path integral representation of Kpx, t;x1, t1q

(see Appendix B) and reads

Bρ̃

Bt
“ ´

h̄

2Mi

B2ρ̃

Bx2
`

h̄

2Mi

B2ρ̃

By2
´ γpx´ yq

Bρ̃

Bx
` γpx´ yq

Bρ̃

By

`
V pxq

ih̄
ρ̃´

V pyq

ih̄
ρ̃´

2MγkBT

h̄2 px´ yq2ρ̃. (6.24)

which is the coordinate representation of

Bρ̃

Bt
“

1

ih̄
rH0, ρ̃s `

γ

ih̄
rq, tp, ρ̃us ´

D

h̄2 rx, rx, ρ̃ss, (6.25)

where H0 is the Hamiltonian of the system of interest, andD “ Dpp “ ηkBT .

This equation is one possible form of the so-called non-rotating-wave (NRW)

master equations , which are very popular in the literature of quantum open

systems (Breuer and Petruccione, 2002). The rotating wave (RW) quantum

master equation is in the so-called Lindblad form (Lindblad, 1975) which

reads

Bρ̃

Bt
“

1

ih̄
rH̃, ρ̃s `

ÿ

n

 

2A:nρ̃An ´ ρ̃AnA
:
n ´AnA

:
nρ̃
(

, (6.26)
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where H̃ is a Hermitian Hamiltonian operator and An are operators which

depend on the specific problem being considered. It was shown by Lindblad

(Lindblad, 1975) this is the only form of a first order time evolution linear

differential equation for ρ̃ that preserves its semi-definite positivity property

which means xϕ|ρ̃ptq|ϕy ě 0 for all |ϕy at any instant t.

As (6.25) is not in the Lindblad form, we should not be surprised if in some

circumstances it violates the semi-definite positivity requirement. However,

one does not need to worry much about it and the reason is twofold. Firstly,

as shown in (Ambegaokar, 1991) and (Munro and Gardiner, 1996), this vi-

olation is due to very short time transients that only happen once one tries

to localize the particle initially in a length shorter than its de Broglie wave-

length. Simple uncertainty arguments suffice to show that within a very short

time scale, positivity is recovered. Another way to remedy the situation is

to consider corrections to the approximation cothx „ 1{x we used in (6.21)

to obtain (6.24). Secondly, as observed in (Pechukas, 1994), semi-definite

positivity is a very particular requirement that only holds necessarily if we

assume that the full density operator is separable at any instant along the

time evolution of the composite system. This is definitely not our case, al-

though as we have said above, with approprite measures we can still preserve

positivity.

Finally, we should also worry about the meaning of this semi-classical

(high temperature) limit of the quantum evolution equation. In order to

study this limit in a coherent manner, we introduce the Wigner transform

of ρ̃, which is defined as

W pq, p, tq ”
1

2πh̄

`8
ż

´8

exp

ˆ

ipξ

h̄

˙

ρ̃

ˆ

q ´
ξ

2
, q `

ξ

2
, t

˙

dξ. (6.27)

This function is particularly important because in the classical limit ph̄Ñ 0q

it reduces to the phase space probability distribution of the particle. Then

inverting (6.27) we have

ρ̃px, y, tq “

`8
ż

´8

W

ˆ

x` y

2
, p, t

˙

exp

ˆ

´ippx´ yq

h̄

˙

dp, (6.28)

which, if taken to (6.24), yields

BW

Bt
“ ´

B

Bq
ppW q `

B

Bp

“`

2γp` V 1pqq
˘

W
‰

`D
B2W

Bp2
. (6.29)

Therefore, we see that, in the classical limit, our model leads us to the
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Fokker-Planck equation of the Wigner transform of ρ̃px, y, tq as one would

expect. It is worth noticing that although the Wigner function is purely

quantal, only its classical limit makes sense in (6.29) once this equation has

been deduced in this circumstance. For the general case, we should have a

generalization of (6.24), which would lead us to a modified Fokker-Planck

equation for W pq, p, tq. The advantage of working with the path integral

representation of this problem is that we can treat the quantum regime

directly, with no need to generalize (6.24) or (6.29). Hence, the dynamical

solution of the problem at any temperature boils down to the evaluation of

(6.21).

6.1.2 The non-linear coupling case

In the last section we saw that the influence functional (6.4) is the central

object one to be evaluated in order to describe the time evolution of the

reduced density operator of an external particle placed in a general envi-

ronment. Moreover, as in our model the reservoir has been represented by a

set of non-interacting harmonic oscillators bilinearly coupled in coordinates

to the system of interest, we have been able to write it in a Gaussian form

as shown in (6.21). However, for the non-linear coupling model things work

differently.

Although the oscillators are still non-interacting and the coupling to the

external particle is a linear function of the bath coordinates, we have as-

sumed an exponential dependence on the particle coordinate itself in (5.41),

which no longer allows us to write the superpropagator J px, y, t;x1, y1, 0q
in a Gaussian form. In spite of that, and due to the linear coupling to the

bath coordinates, we can easily find the analytical structure of this non-

Gaussian form replacing the paths xpt1q in the forced harmonic oscillator

expression (6.5) by κk exp ikxpt1q and proceed as before to reach a general-

ization of (6.8). However, as there might be more complicated forms of the

dependence on the bath coordinates in the interaction term, a more general

approach to this problem would be desirable. Let us then try to develop our

strategy to work with these situations1. The influence functional (6.4) can

be written compactly in the Hamiltonian formulation as

F
“

xpt1q, ypt1q
‰

“ TrR

´

ρRU
:

RIrypt
1qsURIrxpt

1qs

¯

, (6.30)

where URIrxpt
1qs, a functional of xpt1q, is the unitary time evolution operator

of the reservoir subject to the influence of the system which evolves through

1 In the remainder of this section we shall be following closely part of Duarte and Caldeira
(2009).
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the Hamiltonian HRI “ HR`HIpxpt
1qq. This means that a given trajectory

xpt1q of the system for 0 ď t1 ď t, or a function thereof, acts as en external

source on the environment. The time evolution of the operator URIrxs obeys

ih̄
dURIptq

dt
“ HRIptqURIptq, (6.31)

with the initial condition URIp0q “ 1 and has the formal solution

URIptq “ T exp´
i

h̄

t
ż

0

dt1HRIpt
1q, (6.32)

where T is the well-known time ordering operator which, applied on the

exponential, means that it must be applied to all the terms of its series

expansion. In the interaction picture (Fetter and Walecka, 2003) this result

can be written as

URIptq “ e´iHRt{h̄ T exp´
i

h̄

t
ż

0

dt1H̃Irxpt
1qs, (6.33)

where H̃Irxpt
1qs ” eiHRt{h̄HIrxpt

1qse´iHRt{h̄. Inserting (6.33) into (6.30) we

have

F
“

xpt1q, ypt1q
‰

“

“ TrR

¨

˝ρR T exp
i

h̄

t
ż

0

dt1H̃Irypt
1qs T exp´

i

h̄

t
ż

0

dt1H̃Irxpt
1qs

˛

‚. (6.34)

Assuming that the particle only disturbs its environment weakly and,

consequently, expanding the chronological product up to second order in H̃I

(Hedeg̊ard and Caldeira, 1987), we have

T exp´
i

h̄

t
ż

0

dt1H̃Irxpt
1qs « 1´

i

h̄

t
ż

0

dt1H̃Irxpt
1qs

´
1

h̄2

t
ż

0

dt1
t1
ż

0

dt2H̃Irxpt
1qsH̃Irxpt

2qs, (6.35)

which inserted in (6.34) yields (after performing the tracing operation indi-

cated therein)

F
“

xpt1q, ypt1q
‰

« 1´
1

h̄2

t
ż

0

dt1
t1
ż

0

dt2
´A

H̃Irxpt
1qsH̃Irxpt

2qs

E
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`

A

H̃Irypt
2qsH̃Irypt

1qs

E

´

A

H̃Irypt
1qsH̃Irxpt

2qs

E

´

A

H̃Irypt
2qsH̃Irxpt

1qs

E¯

, (6.36)

where the brackets mean averages over the initial bath operator ρR.

The equation above can be re-exponentiated, yielding

F
“

xpt1q, ypt1q
‰

“ exp´
1

h̄2

t
ż

0

dt1
t1
ż

0

dt2
´A

H̃Irxpt
1qsH̃Irxpt

2qs

E

`

A

H̃Irypt
2qsH̃Irypt

1qs

E

´

A

H̃Irypt
1qsH̃Irxpt

2qs

E

´

A

H̃Irypt
2qsH̃Irxpt

1qs

E¯

, (6.37)

which is the main result of our approach. In this approximation we are obvi-

ously considering the bath within linear response theory, and consequently

it is an exact expression for our non-linear coupling model where the envi-

ronment coordinates appear linearly in the interaction Hamiltonian (5.40).

Considering explicitly the coupling (5.41) and using that xRkpt
1qRk1pt

2qy “

0 unless k1 “ ´k, we reach
A

H̃Irxpt
1qsH̃Irxpt

2qs

E

“
1

2

ÿ

k

 

C´krxpt
1qsCkrxpt

2qs `

`Ckrxpt
1qsC´krxpt

2qs
(

αkpt
1 ´ t2q, (6.38)

where αkpt
1 ´ t2q ” xRkpt

1qR´kpt
2qy can be related to the dynamical sus-

ceptibility of the kth mode of the bath through the fluctuation-dissipation

theorem (see, for example, Forster, 1990),

αkpt
1 ´ t2q “

h̄

π

8
ż

´8

dωImχkpωq
e´iωpt

1´t2q

1´ e´ωh̄β
, (6.39)

where β ” 1{kBT .

Inserting this result in (6.37) one can write its final form as

Frxpt1q, ypt1qs “ exp´
1

h̄2

t
ż

0

dt1
t1
ż

0

dt2

ˆ

#

ÿ

k

κkκ´kαkpt
1 ´ t2q

“

cos kpxpt1q ´ xpt2qq ´ cos kpypt1q ´ xpt2qq
‰
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`
ÿ

k

κkκ´kα
˚
kpt

1 ´ t2q
“

cos kpypt1q ´ ypt2qq ´ cos kpypt2q ´ xpt1qq
‰

+

.

(6.40)

Now, using that Imχkp´ωq “ ´Imχkpωq, we write the correlation function

αkpt
1 ´ t2q as

αkpt
1 ´ t2q “ α

pRq
k pt1 ´ t2q ` iα

pIq
k pt

1 ´ t2q, (6.41)

with the real and imaginary parts defined respectively as

α
pRq
k pt1 ´ t2q “

h̄

π

8
ż

0

dωImχkpωq cosωpt1 ´ t2q cothph̄βω{2q (6.42)

and

α
pIq
k pt

1 ´ t2q “ ´
h̄

π

8
ż

0

dωImχkpωq sinωpt1 ´ t2q. (6.43)

The functional (6.40) can also be written in terms of these real and imag-

inary parts. Now, we should remember that it is not our intention to treat

the full microscopic dynamics of the environment, but stick to the previous

form of Imχkpωq as modelled by (5.47) instead. Therefore, using the latter,

we can evaluate the frequency integrals in the imaginary part (6.43) and end

up with

Frxpt1q, ypt1qs “ exp´
1

h̄2

t
ż

0

dt1
t1
ż

0

dt2
ÿ

k

κkκ´kα
pRq
k pt1 ´ t2q

ˆ
“

cos kpxpt1q ´ xpt2qq ´ cos kpypt1q ´ xpt2qq ` cos kpypt1q ´ ypt2qq

´ cos kpypt2q ´ xpt1qq
‰

ˆ exp
i

2h̄

ÿ

k

κkκ´kfpkqk

t
ż

0

dt1 sin kpypt1q ´ xpt1qq
`

9xpt1q ` 9ypt1q
˘

. (6.44)

This functional can be simplified further if we assume that the most im-

portant trajectories (xpt1q, ypt1q) which contribute to the double path integral

determining the superpropagator are confined to a region that is small com-

pared with the length k´1
0 introduced in (5.53) through the function gpkq.

For example, in fermionic environments this length is related to the Fermi

wave number kF as mentioned earlier on in the previous chapter (see also
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Guinea (1984), Hedeg̊ard and Caldeira (1987)). Operationally, this implies

that kpypt1q ´ xpt1qq ! 1 and the functional becomes

Frxpt1q, ypt1qs “ exp

$

&

%

iη

2h̄

t
ż

0

dt1pypt1q ´ xpt1qq
`

9xpt1q ` 9ypt1q
˘

´
η

h̄π

t
ż

0

dt1
t1
ż

0

dt2pxpt1q ´ ypt1qqpxpt2q ´ ypt2qq

ˆ

8
ż

0

dω ω coth

ˆ

h̄βω

2

˙

cosωpt1 ´ t2q

,

.

-

, (6.45)

where η “
ř

k
k2κkκ´kfpkq as in (5.48). Notice that the above equation

reproduces (6.21) exactly as it should. In other words, in the non-linear

coupling model the particle bahaves locally exactly as it does in the minimal

model. Actually, we had already concluded the same studying this model

within the equation of motion method in the previous chapter, where we

showed the Langevin equation (5.48) reproduced for high temperatures.

Now, we can extend this approach to deal with more than one external

particle as in section 5.2. All we have to do, at least in one dimension, is

consider the interaction of a couple of particles with the reservoir in the

interaction term (5.50), which consequently double the number of paths

xptq Ñ px1ptq, x2ptqq and yptq Ñ py1ptq, y2ptqq in the evaluation of the in-

fluence functional. The latter now accounts for the dynamics of the two

quantum Brownian particles, with all the possible effects originated by the

indirect coupling between them mediated by the environment as predicted

in section 5.2. Although the procedure we have just outlined here does not

present any particular difficulty, the resulting expressions are quite lengthy

and cumbersome (Duarte and Caldeira, 2009). Therefore, we shall not pursue

the subject any further and content ourselves with what we have achieved

so far.

6.1.3 The collision model case

Let us return to the discussion we have postponed from section 5.3, where

we stressed that, contrary to the other models we had presented so far, we
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were not able to find a simple way to treat the classical version of the model

H “
p2

2M
`

N
ÿ

i“1

Upqi ´ qq `
N
ÿ

i“1

p2
i

2m
. (6.46)

We have argued that besides representing the motion of a heavy particle

coupled through
N
ř

i“1
Upqi ´ qq to a set of non-interacting massive and iden-

tical particles, this model could also be applied to the motion of topological

excitations in a non-linear material medium. Now we are going to adapt

the strategy we have been developing in the last two sections to the present

problem and show that, despite its complexity, we can deal with its quan-

tum mechanical version. In so doing, we have to deviate a little from the

standard steps taken so far 2.

Our starting point is once again the object that gives us the dynamics of

the particle of interest, namely its reduced density operator

ρ̃px, y, tq “

ż

dq1dq2...dqNxx, q1, ..., qN |e
´iHt

h̄ ρp0qei
Ht
h̄ |y, q1, ..., qNy,

(6.47)

where ρp0q is the initial density operator of the whole system.

We can translate the reservoir coordinates by q through the unitary trans-

formation U given by

U “ exp
i

h̄

N
ÿ

j“1

pjq, (6.48)

and use the identity U´1U “ 1 four times between any two operators in

(6.47) to get

ρ̃px, y, tq “

ż

dq1dq2...dqNxx, q1, ..., qN |U´1e´i
H1t
h̄ ρ1p0qei

H1t
h̄ U |y, q1, ..., qNy “

“

ż

dq1dq2...dqNxx, q1, ..., qN |U´1 ρ1ptqU |y, q1, ..., qNy, (6.49)

where H1 is the transformed Hamiltonian (Hakim and Ambegaokar, 1985)

H1 “ UHU´1 “
1

2M

˜

p´
N
ÿ

j“1

pj

¸2

`

N
ÿ

j“1

˜

p2
j

2m
` Upqjq

¸

(6.50)

2 In the remainder of this section we shall be following closely part of Caldeira and Castro Neto
(1995).
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and ρ1p0q “ Uρp0qU´1 is the transformed initial condition.

The application of the unitary transformation U to the Hamiltonian H

has changed the coordinate coupling via
N
ř

i“1
Upqi ´ qq into a momentum-

momentum coupling with a set of particles which are scattered by a potential

Upqq. This transformation was also used in Castella and Zotos (1993) for

the exact diagonalization of the problem via the Bethe ansatz.

Now, inserting
ż

...

ż

dxdq1dq2...dqN |x, q1, ..., qNyxx, q1, ..., qN | “ 1 (6.51)

twice between the unitary operators U and U´1 and the transformed density

operator ρ1ptq in (6.49) we have

ρ̃px, y, tq “

ż

...

ż

dq1dq2...dqNdr1dr2...drN

ˆ xr1, ..., rN |e
´ i
h̄

N
ř

j“1

pjpx´yq

|q1, ..., qNy xx, q1, ..., qN |ρ
1ptq|y, r1, ..., rNy

(6.52)

which relates the original reduced density operator of the system to a sort of

reduced “U-transform” of the full density operator in the new (and hopefully

more convenient) representation.

Since we are mostly interested in the average values of observables such

as xxptqy, xpptqy, xx2ptqy or xp2ptqy we will show next that what we need are

only the diagonal elements of (6.52) rather than its full form.

We start with observables which are only dependent on position. Then,

because

xxnptqy “

ż

dxxnρ̃px, x, tq, (6.53)

the first term on the r.h.s. of (6.52) becomes δpq1 ´ r1q...δpqN ´ rN q which

can be integrated trivially to yield

xxnptqy “

ż

...

ż

dxdq1...dqNx
nxx, q1, ..., qN |ρ

1ptq|x, q1, ..., qNy. (6.54)

For momentum dependent operators, what we need is

xpptqy “

ż ż

dx dy δpx´ yq
h̄

2i

ˆ

B

Bx
´
B

By

˙

ρ̃px, y, tq, (6.55)

which can be applied to (6.52) resulting in

xpptqy “
h̄

2i

ż ż

dx dy δpx´ yq

ż

...

ż

dq1dq2...dqNdr1dr2...drN
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ˆ

ˆ

B

Bx
´
B

By

˙

$

&

%

xr1, ..., rN |e
´ i
h̄

N
ř

j“1

pjpx´yq

|q1, ..., qNy

ˆ xx, q1, ..., qN |ρ
1ptq|y, r1, ..., rNy

(

. (6.56)

The integral above can be written as xpptqy “ x
ř

i
piptqy` xp

1ptqy. Therefore,

assuming that x
ř

i
piptqy “ 0 we have

xpptqy “ xp1ptqy “
h̄

2i

ż

...

ż

dxdq1dq2...dqN

ˆ lim
xÑy

"ˆ

B

Bx
´
B

By

˙

xx, q1, ..., qN |ρ
1ptq|y, q1, ..., qNy

*

, (6.57)

and so, what one really needs in these cases is the reduced density operator

of the particle in the new representation,

ρ̃1px, y, tq “

ż

...

ż

dq1dq2...dqNxx, q1, ..., qN |ρ
1ptq|y, q1, ..., qNy. (6.58)

However, it should be stressed here that this result is valid only if we want

to compute the above-mentioned averages. Were we interested in the time

evolution of operators, which would involve the knowledge of the off-diagonal

elements of ρ̃px, y, tq this statement would no longer be valid.

Another important point we should clarify at this stage refers to the choice

we will make for the initial condition ρ1p0q in this section. As we have seen

from (6.49), ρ1p0q can be prepared in terms of the eigenstates of the trans-

formed Hamiltonian (6.50). Our particular choice is that the particle is in

a pure state (for example, a wave packet centered at the origin) and the

environment is in equilibrium in the presence of the particle. This means we

can write ρ1p0q as

ρ1p0q “ ρsρ
1
eq “ ρse

´βHR (6.59)

where ρs refers only to the particle and HR is given by

HR “

N
ÿ

j“1

˜

p2
j

2m
` Upqjq

¸

. (6.60)

Once we have specified the initial state whose reduced time evolution we

are going to study, we must now choose the representation in which we

should do it. Following our previuos choice for other environmental models,

the Feynman path integral approach seems to be the most appropriate one

in this new situation too. However, as our environment is now composed of
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indistinguishable particles (bosons or fermions) it is convenient to write the

transformed Hamiltonian (6.50) in its second quantized version which reads

(see, for example, Fetter and Walecka, 2003)

H1 “ 1

2M

˜

p´
ÿ

i,j

h̄gija
:
iaj

¸2

`
ÿ

i

ph̄Ωi ´ µqa
:
iai, (6.61)

where gij “
1
h̄xi|p

1|jy is the matrix element of the momentum operator of a

single environment particle between eingenstates |iy and |jy of HR in (6.60),

Ωi are the eigenfrequencies of these states and µ is the chemical potential.

The operators ai and a:i are the standard annihilation and creation operators

for bosons or fermions.

Then we can use the initial conditions (6.59) in (6.58) to write the stan-

dard Feynman-Vernon expression (Feynman and Vernon Jr., 1963; Caldeira

and Leggett, 1983a)

ρ̃1px, y, tq “

ż

dx1
ż

dy1J px, y, t;x1, y1, 0qρspx1, y1, 0q (6.62)

where

J px, y, t;x1, y1, 0q “
ż

...

ż

dq1...dqNdr1...drNds1..dsN

ˆ xx, q1, ..., qN | exp´
i

h̄
H1t|x1, r1, ..., rNy

ˆ xr1, ..., rN | exp´βHR|s1, ..., sNy

ˆ xy1, s1, ..., sN | exp
i

h̄
H1t|y, q1, ..., qNy. (6.63)

However, there is an important difference between the present model and

the previous ones. As we have represented our Hamiltonian H1 in its second

quantized form we must evaluate all the endpoint integrals in (6.63) in the

coherent state representation 3 for the creation and annihilation operators

(Negele and Orland, 1998) involved therein (see also appendix C). Therefore,

we can rewrite J in (6.63) as

J px, y, t;x1, y1, 0q “
ż

...

ż

dµpαq dµpα1q dµpγ 1q xx,α| exp´
i

h̄
H1t|x1,α1y

ˆ xα1| exp´βHe|γ
1yxy1,γ 1| exp

i

h̄
H1t|y,αy (6.64)

where α and γ are complex vectors with an infinite number of components

3 Actually, this is not mandatory. One can still use other representations, but certainly the
coherent state representation is the most economical in our case.
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and dµp˚q is an integration measure which depends on wheather we are

dealing with bosons or fermions (see appendix C).

Equation (6.64) can be written suitably if we employ the functional inte-

gral representation for all the time evolution operators of its integrand. We

can write

J px, y, t;x1, y1, 0q “
x
ż

x1

y
ż

y1

Dxpt1qDypt1qFrx, ys exp
i

h̄
pS0rxs ´ S0rysq

(6.65)

where

S0rxs “

t
ż

0

dt1
1

2
M 9x2pt1q (6.66)

is the action of the particle if it were not coupled to the environment. Frx, ys,
the well-known influence functional, is now represented by

Frx, ys “
ż

...

ż

dµpαq dµpα1q dµpγ 1q ρRpα
1˚,γ 1q

ˆ

α˚
ż

α1

Dµpαq
α
ż

γ 1˚

Dµpγq exp
i

h̄
pSRIrx,αs ´ S

˚
RIry,γ

˚sq

(6.67)

with

SRIrx,αs “

t
ż

0

dt1

˜

ih̄

2

ÿ

n

pα˚n 9αn ´ αn 9α˚nq

` 9x
ÿ

m,n

h̄gmnα
˚
mαn ´

ÿ

n

ph̄Ωn ´ µqα
˚
nαn

¸

, (6.68)

ρRpα
1˚,γ 1q “

exp
 

e´βph̄Ωn´µqα1˚n γ
1
n

(

Z
(6.69)

and

Z “

ż

dµpαq exp
!

e´βph̄Ωn´µq|αn|
2
)

. (6.70)

Notice that above, in (6.67), since SRIry, γs is a complex functional of the

complex function γptq, we have used that pf rzsq˚ “ f˚rz˚s. The functional
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integration measure Dµp˚q introduced in (6.67) is also defined in appendix

C.

The integral in (6.67) has been evaluated elsewhere in the context of the

polaron dynamics in (Castro Neto and Caldeira, 1992). The only difference

is that here we must deal with the environmental particles which are massive

bosons or fermions (see appendix C). The result of the integration, apart

from a multiplicative time dependent function which can be determined by

normalization, reads

Frx, ys “ rdetp1¯ N̄Γrx, ysqs¯1, (6.71)

where the upper (lower) sign refers to bosons (fermions),

N̄ij “ δijni,

ni “
1

eβpΩi´µq ¯ 1
, (6.72)

and the functional Γrx, ys is such that

Γnmrx, ys “Wnmrxs `W
˚
nmrys `

ÿ

k

W ˚
nkrysWkmrxs, (6.73)

with Wnm satisfying the integral equation

Wnmrx, τ s “

τ
ż

0

dt1W p0q
nmp 9x, t1q `

ÿ

k

τ
ż

0

dt1
t1
ż

0

dt2W
p0q
nk p 9x, t1qWkmp 9x, t2q,

(6.74)

where

W p0q
nmpt

1q “ ignm 9xpt1qeipΩn´Ωmqt1p1´ δnmq. (6.75)

In order to evaluate the double functional integral in (6.65) we have to

perform some approximations in the expression (6.71) for Frx, ys, which

was so far exact. From (6.74) and (6.75), we see that Γrx, ys depends on the

velocities 9x and 9y and then, assuming that only slow paths will contribute

to (6.65), we expand (6.71) up to quadratic terms in 9x and 9y.

After some tedious algebraic steps we reach

Frx, ys “ exp´
i

h̄
ΦIrx, ys exp´

1

h̄
ΦRrx, ys, (6.76)

where

ΦI “

t
ż

0

dt1
t1
ż

0

dt2p 9xpt1q ´ 9ypt1qqh̄ΓIpt
1 ´ t2qp 9xpt2q ` 9ypt2qq, (6.77)
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and

ΦR “

t
ż

0

dt1
t1
ż

0

dt2p 9xpt1q ´ 9ypt1qqh̄ΓRpt
1 ´ t2qp 9xpt2q ´ 9ypt2qq, (6.78)

with

ΓRptq “
1

2

ÿ

i,j

|gij |
2pni ` nj ˘ 2ninjq cospΩi ´ Ωjqt, (6.79)

where `p´q applies to bosons (fermions) and

ΓIptq “
1

2

ÿ

i,j

|gij |
2pni ´ njq sinpΩi ´ Ωjqt. (6.80)

Performing integrations by parts over t1 in (6.77) and over t1 and t2 in (6.78)

we recover a superpropagator of the same form as (6.22), apart from tran-

sients that depend on the endpoints xptq, yptq, xp0q and yp0q (which we hope

to have convinced the reader can be safely neglected). From that alternative

form we can determine the damping function

γptq “ ´
h̄

M

dΓIptq

dt

“ ´
h̄

2M

ż

dω

ż

dω1Spω, ω1qrnpωq ´ npω1qspω ´ ω1q cospω ´ ω1qt,

(6.81)

and the diffusion function Dptq as

Dptq “ ´h̄
d2ΓR
dt2

“
h̄2

2

ż

dω

ż

dω1Spω, ω1qrnpωq ` npω1q ˘ 2npωqnpω1qspω ´ ω1q2 cospω ´ ω1qt.

(6.82)

In the expressions for γptq and Dptq we have introduced the scattering func-

tion Spω, ω1q which we define as

Spω, ω1q “
ÿ

i,j

|gij |
2δpω ´ Ωiqδpω

1 ´ Ωjq. (6.83)

The function Spω, ω1q introduced above plays a role very similar to Jpωq

in the minimal model. We can either model it in such a way a given dissi-

pative behavior can be recovered or extract its specific form from a more
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microscopic approach as in Caldeira and Castro Neto (1995) where the au-

thors dealt with the problem of a heavy particle coupled through a repul-

sive delta potential to bosons or fermions in one dimension. The results

obtained therein for fermions are in agreement with the so-called “piston

model for friction” (Gross, 1975) and also with the linear response approach

of d’Agliano et al (1975). However, it fails to properly describe the more ex-

act results of Castella and Zotos (1993), Castro Neto and Fisher (1996) for

very low temperatures and we believe this is due to the Gaussian approx-

imation we have employed to our influence functional (6.76) which is not

appropriate for one dimensional fermionic environments (see, for example,

Caldeira and Castro Neto, 1995; Castro Neto and Fisher, 1996).

6.2 The equilibrium reduced density operator

Despite the fact that we have developed the expression for the real time evo-

lution of rρpx, y, tq, there are several problems for which only the knowledge

of the reduced density operator in equilibrium is necessary. It is also true

that this operator can be obtained by taking the limit tÑ8 of our previous

time evolution, but this task might sometimes be fairly laborious. However,

there is a shortcut one can take by evaluating its functional integral repre-

sentation directly in terms of the system variables only. The latter will prove

very useful since it can be handled by some very suitable techniques.

Defining β ” 1{kBT , the non-normalized density operator (see Appendix

A) for the composite system in equilibrium reads

xxR|e´βH|yQy “ ρpx,R; y,Q, βq (6.84)

where H is the Hamiltonian of the complete system, H “ HS `HI `HR `

HCT , as in (4.43).

We are going to treat the problem employing only the minimal model

because, as we have already shown, the other two models with which we

have been dealing reduce to the former under very general circumstances.

Actually, they reproduce the same results as the minimal model for most

of the cases in which we are interested. However, if one wants or needs to

pursue this issue a bit further we refer the reader to Valente and Caldeira

(2010), for the case of more than one Brownian particle, or Caldeira and

Castro Neto (1995) for the collision model.

The operator in (6.84) also admits a functional integral representation
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(Feynman and Hibbs, 1965) that reads

ρpx,R; y,Q, βq “

x
ż

y

R
ż

Q

DqpτqDRpτqexp´
1

h̄
SErqpτq,Rpτqs (6.85)

where

SErqpτq,Rpτqs “

h̄β
ż

0

dτ
!1

2
M 9q2 ` V pqq

`
ÿ

k

´

CkqRk `
1

2
mk

9R2
k `

1

2
mkω

2
kR

2
k `

C2
kq

2

2mkω
2
k

¯)

(6.86)

is the so-called “Euclidean action” of the composite system. The reduced

density operator of the particle is then

ρ̃px, y, βq ”

ż

dR ρpx,R; y,R, βq “

“

x
ż

y

Dqpτq
ż

dR

R
ż

R

DRpτqexp´
1

h̄
SErqpτq,Rpτqs

(6.87)

which involves a product of functional integrals of the form

Akpβq ”

ż

dRk

Rk
ż

Rk

DRkpτq

ˆ exp´
1

h̄

# h̄β
ż

0

dτ
”1

2
mk

9R2
k `

1

2
mkω

2
kR

2
k ` CkqRk

ı

+

. (6.88)

These integrals are exactly the same as those we have dealt with in (6.5)

and (6.6) if we replace t by ´ih̄β and make Rk “ R1k. The final result is

Akpβq “ Ikp0q exp
λk
h̄

h̄β
ż

0

dτ

h̄β
ż

0

dτ 1
qpτqqpτ 1q coshωkp|τ ´ τ

1| ´ h̄β{2q

sinhph̄βωk{2q
(6.89)

where

Ikp0q “
1

2
cosech

˜

h̄βωk
2

¸

and λk “
C2
k

4mkωk
. (6.90)

Expression (6.89) acquires an extremely simple form if we define qpτq outside
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the domain 0 ď τ ă h̄β by imposing that qpτ` h̄βq “ qpτq (Feynman, 1998).

Then,

Akpβq “ Ikp0q exp

#

λk
h̄

`8
ż

´8

dτ 1
h̄β
ż

0

dτqpτqqpτ 1q exp´pωk|τ ´ τ
1|q

+

. (6.91)

Using this result in (6.87) we have

ρ̃px, y, βq “ ρ̃0pβq

x
ż

y

Dqpτq exp´
1

h̄
rS
p0q
E rqpτqs exp

Λrqpτqs

h̄
(6.92)

where ρ̃0pβq “
ś

k Ikp0q,

rS
p0q
E rqpτqs “ S

p0q
E rqpτqs ` SCT rqpτqs “

h̄β
ż

0

dτ
!1

2
M 9q2 ` V pqq

)

` SCT rqpτqs,

(6.93)

and

Λrqpτqs “
ÿ

k

λk

`8
ż

´8

dτ 1
h̄β
ż

0

dτqpτqqpτ 1qexp´ ωk|τ ´ τ
1|. (6.94)

Now, completing squares in the integrand of (6.94) we cancel the counter-

term contribution from the Euclidean action and get

ρ̃px, y, βq “ ρ̃0pβq

x
ż

y

Dqpτq exp´
1

h̄
Seff rqpτqs, (6.95)

where

Seff rqpτqs “

h̄β
ż

0

dτ

"

1

2
M 9q2 ` V pqq

*

`
1

2

`8
ż

´8

dτ 1
h̄β
ż

0

dταpτ ´ τ 1qtqpτq ´ qpτ 1qu2 (6.96)

and

αpτ ´ τ 1q ”
ÿ

k

λkexp´ ωk|τ ´ τ
1| “

1

2π

8
ż

0

dω Jpωq exp´ ωk|τ ´ τ
1|, (6.97)
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In (6.97) we have transformed the sum into an integral with the help of

(5.14), as usual. For the specific case of ohmic dissipation, this becomes

αpτ ´ τ 1q “
1

2π

8
ż

0

dω ηω exp´ ωk|τ ´ τ
1| “

η

2π

1

pτ ´ τ 1q2
. (6.98)

In conclusion, we have been able to write the reduced density operator (equi-

librium or dynamical) for the particle of interest in the path integral rep-

resentation. Now, it is our goal to try to solve those integrals for some

particular cases.



7

The damped harmonic oscillator

In this section we will address two specific problems of the motion of wave

packets in the classical accessible region, namely the time evolution of a

single Gaussian packet and the destruction of quantum interference between

two packets (decoherence), both in a harmonic potential.

7.1 Time evolution of a Gaussian wave packet

This first application is the simplest one. We want to follow the time evolu-

tion of a harmonic oscillator coupled to our standard environment. We thus

initially prepare a particle of mass M subject to a potential V pqq “Mω2
0q

2{2

in a pure state given by the wave packet

(x)
p

V(x)

x

Figure 7.1 Gaussian wave packet
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ψpx1q “
1

p2πσ2q1{4
exp

ip x1

h̄
exp´

x12

4σ2
(7.1)

and allow it to interact with a bath of oscillators which is in equilibrium at

temperature T . Notice that this wave packet corresponds to x0 “ 0 in Fig.7.1

and a finite initial average momentum p. The first step of the calculation

is to evaluate the specific form of the superpropagator J px, y, t;x1, y1, 0q for

the harmonic potential introduced above. Although the integrations might

involve non-local kernels in time, they are all Gaussian and can easily be

performed (Caldeira and Leggett, 1983a). For this particular case (6.21)

reads

J px, x1, t; y, y1, 0q “
x
ż

x1

y
ż

y1

Dxpt1qDypt1q exp
i

h̄
S̃rxpτq, ypτqs

ˆ exp´
1

h̄
φrxpτq, ypτqs (7.2)

where

S̃rxpτq, ypτqs “

t
ż

0

L̃px, 9x, y, 9yq dτ ´Mγ

t
ż

0

px 9x´ y 9yqdt1, (7.3)

L̃px, 9x, y, 9yq “
1

2
M 9x2´

1

2
M 9y2´

1

2
Mω2

0x
2`

1

2
Mω2

0y
2´Mγx 9y`Mγy 9x, (7.4)

and

φrxpτq, ypτqs “ exp´
2Mγ

πh̄

Ω
ż

0

dν ν coth
h̄ν

2kBT

ˆ

t
ż

0

τ
ż

0

dτdσrxpτq ´ ypτqscosνpτ ´ σqrxpσq ´ ypσqs dτ dσ.

(7.5)

As the path integral above is Gaussian it can be solved exactly. Let us

initially expand its exponent about the paths xcpτq and ycpτq such that

δS̃

δx

ˇ

ˇ

ˇ

ˇ

ˇ

x“xc,y“yc

“
d

dt

BL̃

B 9x
´
BL̃

Bx
“M :xc ` 2Mγ 9yc `Mω2

0xc “ 0, (7.6)
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δS̃

δy

ˇ

ˇ

ˇ

ˇ

ˇ

x“xc,y“yc

“
d

dt

BL̃

B 9y
´
BL̃

By
“M :yc ` 2Mγ 9xc `Mω2

0yc “ 0. (7.7)

Defining the paths

qpτq ”
xpτq ` ypτq

2
and ξpτq ” xpτq ´ ypτq, (7.8)

we can write (7.6) and (7.7) as

:qc ` 2γ 9qc ` ω
2
0qc “ 0, (7.9)

:ξc ´ 2γ 9ξc ` ω
2
0ξc “ 0. (7.10)

Given the initial conditions qp0q “ q1, qptq “ q, ξp0q “ ξ1 and ξptq “ ξ, the

solutions of these equations are

qcpτq “ psinωtq
´1tqeγt sinωτ ` q1 sinωpt´ τque´γτ , (7.11)

ξcpτq “ psinωtq
´1tξe´γt sinωτ ` ξ1 sinωpt´ τqueγτ , (7.12)

where ω ”
a

ω2
0 ´ γ

2 if ω0 ą γ and ω ” i
a

γ2 ´ ω2
0 if ω0 ă γ. No-

tice that with these replacements all the trigonometric functions appear-

ing here for the underdamped motion will become hyperbolic functions

for the overdamped motion. Now we define new variables of integration,

q̃pτq ” qpτq ´ qcpτq and ξ̃pτq ” ξpτq ´ ξcpτq, and rewrite (7.2) as

J pq, ξ, t; q1, ξ1, 0q “ exp

#

i

h̄
S̃c

+

exp´
1

h̄

#

Aptqξ2 `Bptqξξ1 ` Cptqξ1
2

+

ˆ Gpq, ξ, t; q1, ξ1, 0q, (7.13)

whose terms we analyze in what follows.

The first exponential in (7.13) involves the “classical action”, S̃c, given by

S̃c “ Kptqrqξ ` q1ξ1s ´ Lptqq1ξ ´Nptqqξ1 ´Mγrqξ ´ q1ξ1s, (7.14)

where

Kptq “Mω cotωt, Lptq “
Mωe´γt

sinωt
and Nptq “

Mωeγt

sinωt
, (7.15)

which originates from (7.3) evaluated at qcpτq and ξcpτq.

The second exponential in (7.13) comes from the integration (7.5) per-

formed over the same extreme paths as above and the functions Aptq, Bptq

and Cptq are all of the form

fptq “
Mγ

π

Ω
ż

0

dν ν coth
h̄ν

2kBT
fνptq, (7.16)
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where

Aνptq “
e´2γt

sin2 ωt

t
ż

0

t
ż

0

sinωτ cos νpτ ´ σq sinωσ eγpτ`σq dτ dσ, (7.17)

Bνptq “
2e´2γt

sin2 ωt

t
ż

0

t
ż

0

sinωτ cos νpτ ´ σq sinωpt´ σq eγpτ`σq dτ dσ, (7.18)

Cνptq “
1

sin2 ωt

t
ż

0

t
ż

0

sinωpt´ τq cos νpτ ´ σq sinωpt´ σq eγpτ`σq dτ dσ.

(7.19)

Finally, the expression for Gpq, ξ, t; q1, ξ1, 0q is given by

Gpq, ξ, t; q1, ξ1, 0q “

0
ż

0

0
ż

0

Dq̃pτqDξ̃pτq exp
i

h̄
S̃rq̃pτq, ξ̃pτqs

ˆ exp´
1

h̄
φT rξ̃pτq, ξ̃pτqs exp

2

h̄
φT rξcpτq, ξ̃pτqs, (7.20)

where the functional φT is defined as

φT rfpτq, gpτqs “
Mγ

π

Ω
ż

0

dν ν coth
h̄ν

2kBT

ˆ

t
ż

0

t
ż

0

dτ dσ fpτqcosνpτ ´ σqgpσq dτ dσ. (7.21)

If it were not by the functional integral (7.20), the expression for

J pq, ξ, t; q1, ξ1, 0q would already be in the appropriate form for performing

the time evolution of the wave packet in this potential. When we treat simple

functional integrals, this term is a function of time only, which is not obvious

in the case of (7.20) due to its functional dependence on ξcpτq. Nevertheless,

we shall show next that this is also the case for that integral.

If we discretize (7.20) we can easily convince ourselves that its symbolic

form is

N

ż

δU exp´
1

2
UTMU exp´AU, (7.22)

where UT “ pq̃1, ..., q̃N , ξ̃1, ..., ξ̃N q is a row vector in 2N dimensions, δU “

dq̃1...dq̃Ndξ̃1...dξ̃N is the volume element in this space, A is another row

vector in 2N dimensions that comes from the discretization of ξcpτq and M
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is a 2N ˆ2N matrix. The interesting point about the specific form of (7.20)

is that

A “
ˆ

0

a

˙

, (7.23)

and

M “

ˆ

0 p

p r

˙

, (7.24)

where a is a N -dimensional vector and p and r are N ˆ N matrices. The

specific forms of A and M result from the fact that there is no product like

qpτqqpσq in (7.20).

The integral (7.25) is a well-known example of multidimensional Gaussian

integrals, and results in

N

ż

δU exp´
1

2
UTMU exp´AU “ 1

?
detM

exp
1

2
AM´1A. (7.25)

But, owing to the fact that M has its upper left block null, its inverse has

its lower right block null and , consequently, the product AM´1A “ 0. As

we know that the whole dependence of (7.20) on q, ξ, q1 and ξ1 is in A, we

conclude that Gpq, ξ, t; q1, ξ1, 0q is only a function of time. This function can

be directly computed from the evaluation of det iM or determined at the

end of the calculation by the normalization condition of the reduced density

operator. In order to simplify our computations we shall adopt the latter

procedure. Then, we can rewrite (7.13) as

J pq, ξ, t; q1, ξ1, 0q “ Gptq exp
i

h̄

!

rKptq ´Mγsqξ ` rKptq `Mγsq1ξ1

´ Lptqq1ξ ´Nptqqξ1
)

exp´
1

h̄

!

Aptqξ2 `Bptqξξ1 ` Cptqξ1
2
)

,

(7.26)

and determine Gptq later on.

In terms of the new variables q, ξ, q1 and ξ1 the reduced density operator

of the particle can be written as

ρ̃pq, ξ, tq “

ż ż

dq1dξ1 J pq, ξ, t; q1, ξ1, 0q ρ̃pq1, ξ1, 0q, (7.27)

where ρ̃pq1, ξ1, 0q is its initial state. In our specific example we can write it

from our pure state (7.1) as ψpx1qψ˚py1q or

ρ̃pq1, ξ1, 0q “
1

p2πσ2q1{2
exp

ip ξ1

h̄
exp´

q12

2σ2
exp´

ξ12

8σ2
. (7.28)
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Inserting (7.28) in (7.27) and using (7.26), we get after some labor

ρ̃pq, ξ, tq “ Gptq

d

πh̄2

N2ptqσ2ptq
exp´

1

2σ2ptq
pq ´ x0ptqq

2

ˆ exp´F ptqξ2 exp
i

h̄
Dpq, p, tqξ, (7.29)

where

σ2ptq “
σ2K2

1 ptq ` 2h̄C2
1 ptq

N2ptq
, x0ptq “

p

Nptq
, (7.30)

F ptq “
Aptq

h̄
`
σ2L2ptq

2h̄2 ´
pσ2K1ptqLptq ´ h̄Bptqq

2

2h̄2σ2ptqN2ptq
, (7.31)

Dpq, p, tq “ K2ptqq ´
pσ2K1ptqLptq ´ h̄Bptqq

σ2ptqNptq
pq ´ x0ptqq, (7.32)

and

C1ptq ” Cptq `
h̄

8σ2
, K1ptq ” Kptq `Mγ and K2ptq ” Kptq ´Mγ.

(7.33)

The time evolution of the probability density associated with the particle

is obtained by making ξ “ 0 in (7.29), which means ρ̃pq, 0, tq “ ρ̃px, x, tq, the

diagonal elements of ρ̃px, y, tq. Its final expression after normalization must

be

ρ̃px, x, tq “

ˆ

1

2πσ2ptq

˙1{2

exp´
1

2σ2ptq
px´ x0ptqq

2, (7.34)

from which we can identify the time evolution of its center as x0ptq, and

width as σptq. The normalization of (7.34) has been used to determine

Gptq “
Nptq
?

2πh̄
. (7.35)

In the specific case of an underdamped oscillator (ω0 ą γ), for example,

it can be shown (Caldeira and Leggett, 1983a) that

x0ptq “
p

Mω
sinωt e´γt where ω “

b

ω2
0 ´ γ

2, (7.36)

which is exactly the classical trajectory of a harmonic particle with initial

momentum p and position zero which are clearly the initial conditions ob-

tained from (7.1).
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In the limit tÑ8, the width of the packet (7.30) reduces to

σ2p8q “
h̄

π

8
ż

0

dν coth
h̄ν

2kBT

˜

1

M

2γν
`

ω2
0 ´ ν

2
˘2
` 4γ2ν2

¸

. (7.37)

Recognizing the term inside parentheses in the integrand as the imaginary

part of the susceptibility of a damped oscillator, χ2pνq, we rewrite the above

expression as

σ2p8q “
h̄

π

8
ż

0

dν coth
h̄ν

2kBT
χ2pνq, (7.38)

which is nothing but the celebrated fluctuation-dissipation theorem (see, for

example,Forster (1990)). Now, just for general information, we see that the

width of the probability density of the damped oscillator in equilibrium at

T “ 0 behaves as

σ2p8q “
h̄

2Mω0
fpαq

ˆ

α ”
γ

ω0

˙

(7.39)

where

fpαq “

$

’

’

&

’

’

%

1?
1´α2

´

1´ 2
π tan´1 α?

1´α2

¯

if α ă 1

1?
α2´1

1
π ln

ˇ

ˇ

ˇ

α`
?
α2´1

α´
?
α2´1

ˇ

ˇ

ˇ
if α ą 1.

(7.40)

This last expression shows us that the width of the packet always decreases

with increasing dissipation, which is a signature of a more efficient localiza-

tion of a particle in a dissipative environment. Consequently, we must have

an increase in the uncertainty of the momentum distribution of the particle.

This is characteristic of the kind of dissipation we have in the equation of mo-

tion of that particle. In the Langevin equation the dissipative term is such

that dE{dt9 9q2 which originates from the coupling of the form
ř

k Ckqkq

with a specific choice for the spectral function Jpωq. When the dissipative

term is such that dE{dt9 9p2, the effect on the uncertainties of position and

momentum is opposite to the previous one. This is the so-called anomalous

dissipation and was treated explicitly in Leggett (1984).

With (7.29) we have all the information needed to study the damped

harmonic oscillator at any temperature. Moreover, we can also use the same

expression to study the damped motion of a particle in other potentials. A

particularly important one is the motion of a free Brownian particle (V pqq “

0) which we describe by taking the limit ω0 Ñ 0 and ω Ñ iγ in (7.29). Notice
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that in this case some care must be exercised when treating σptq because it

now spreads out, since the motion is no longer bounded to a fixed region in

space.

Very weakly damped case. Although (7.29) indeed allows us to describe the

solution of the damped quantum oscillator in very genaral circumstances,

there are situations in which simpler expressions are more useful for our

needs. This is the case, for example, of the extremely underdamped motion

(ω0 " γ). In this case the path integral describing the superpropagator

J px, y, t;x1, y1, 0q can also be cast into an instantaneous form exactly as in

the high temperature limit (6.23) (Caldeira et al., 1989). This can be seen

if we evaluate one of the double time integrals in (7.17)-(7.19) and take

the limit γ Ñ 0 of the resulting expressions. When this is done, one can

show that Aνptq, Bνptq, andCνptq become all proportional to δpν´ω0q with

multiplicative factors gpαqptq (α “ A,B, orC) given by

gpAqptq “
π

sin2 ω0t

t
ż

0

dτ sin2 ω0τ,

gpBqptq “
2π

sin2 ω0t

t
ż

0

dτ sinω0τ sinω0pt´ τq,

gpCqptq “
π

sin2 ω0t

t
ż

0

dτ sin2 ω0pt´ τq, (7.41)

which if taken to (7.16) give
$

&

%

Aptq

Bptq

Cptq

,

.

-

“Mγ ω0 coth
h̄ω0

2kBT
gpαqptq, (7.42)

where α “ A,B, orC. With this form for Aptq, Bptq, andCptq, expression

(7.26) is the same we could have obtained had we started with (7.5) replaced

by

Φrxpt1q, ypt1qs “
1

h̄
Mγ ω0 coth

h̄ω0

2kBT

t
ż

0

dt1rxpt1q ´ ypt1qs2, (7.43)

leading us to an instantaneous master equation (see appendix B) with a

diffusion constant given by DpT q “ Mγh̄ω0 cothph̄ω0{2kBT q which, in the

high temperature limit (h̄ω0 ! kBT ), recovers DpT q “ 2MγkBT . Therefore,
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we have reached the conclusion that for either h̄ω0 ! kBT (for any γ ) or

γ ! ω0 (for any T ) one can describe the quantum dynamics of a Brownian

oscillator by an instantaneous quantum master equation as in (6.24) and

(6.25).

In order to conclude this section we would like to make some additional

comments. In the first place, we wish to stress that the model we have

used for the environment allowed us to develop exactly the influence func-

tional (6.4) of our particular system. However, the resulting functional in-

tegral (7.2) can only be evaluated analytically for potentials of the form

V pqq “ Cqn where n “ 0, 1, 2. For these values of n, (7.2) is a Gaussian

functional integral and, therefore, exactly soluble. The paths qcpτq and ξcpτq

were chosen only for convenience, because equations (7.3) and (7.10) are in-

dependent of that choice.

In the case of more complex potentials, we could employ approximate

methods to solve that integral such as, for instance, the stationary phase

(or saddle point) method, although this approximation is only a good one

in the semi-classical limit (h̄Ñ 0). The evaluation of integrals like (7.2) for

more complicated potentials will appear in future specific applications.

7.2 Time evolution of two Gaussian packets: decoherence

In this application we repeat exactly the same steps as before with the

difference that now the initial state of the oscillator is given by (see Fig. 7.2)

ψpxq “ ψ1pxq ` ψ2pxq “ Ñ
„

exp´
x2

4σ2
` exp´

px` q0q
2

4σ2



, (7.44)

where rN is a normalization constant. From this state one writes the initial

density operator of the particle as

ρpx1, y1, 0q “ ρ1px
1, y1, 0q ` ρ2px

1, y1, 0q ` ρintpx
1, y1, 0q, (7.45)

where ρintpx
1, y1, 0q “ ψ2px

1qψ˚1 py
1q ` ψ1px

1qψ˚2 py
1q. The first (second) term

on the r.h.s. of (7.45) represents the wave packet centered at the origin

(position ´q0) whereas the last term represents the interference between

these two packets. When q0 " σ the latter term is negligible.

It is our intention to study the time evolution of rρpx, x, tq ” rρpx, tq of the

dissipative system as before. As the time evolution is linear we have

ρ̃px, tq “ ρ̃1px, tq ` ρ̃2px, tq ` ρ̃intpx, tq, (7.46)

where ρ̃1px, tq and ρ̃2px, tq are the probability densities corresponding to
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Figure 7.2 Delocalized initial state

the time evolution of the initial wave packets ψ1 and ψ2, respectively, and

rρintpx, tq is obtained by

ρ̃intpx, tq “

ż

dx1dy1J px, x, t;x1, y1, 0qρ̃intpx1, y1, 0q. (7.47)

Evaluating (7.47) for the undamped case (γ “ 0), one has

ρintpx, tq “ 2
a

ρ1px, tqρ2px, tq cosφpx, tq. (7.48)

This expression tells us that the interference term is more pronounced when

the two packets overlap. In particular, when t “ nπ{ω0 ` π{2ω0 we have

ρintpx, t “ nπ{ω0 ` π{2ω0q “ cos

ˆ

q0

σ2
x

˙

exp´
x2

σ2
. (7.49)

This, together with (7.45), reminds us of the interference pattern which

results from a double slit experiment where

I “ I1 ` I2 ` 2
a

I1I2 cosφpx, tq, (7.50)

with I1(I2) being the intensity due to slit 1(2) and φpx, tq a linear function

of a position on the screen. Now let us return to the dissipative problem.

Evaluating (7.47) one reaches

ρ̃intpx, tq “ 2
a

ρ̃1px, tq
a

ρ̃2px, tq cosφpx, tq exp´fptq, (7.51)

where φpx, tq is a function that determines the interference pattern and

exp ´ fptq is an attenuation factor for the intensity of this pattern. An

interesting question is to compare the time scale for the destruction of the

interference term with the relaxation time of the system (γ´1). Since the
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two wave packets relax to equilibrium within a time interval of the order of

γ´1, we would be tempted to think that this is also the time scale for the

disappearance of the interference term. We will see next that this not true.

In Caldeira and Leggett (1985) it is shown that in terms of the variables

α ”
γ

ω0
, S ”

ω

ω0
, θ ” ω0t, κ ”

h̄ω0

2kBT
, λc ”

Ω

ω0
,

(7.52)

and the functions

qpθq “ q0

”α sinSθ

S
` cosSθ

ı

exp´αθ,

CRpθ, λq ”
1

sin2 Sθ

θ
ż

0

θ
ż

0

sin rSpθ ´ θ1qs cos rλpθ1 ´ θ2qs

ˆ sin rSpθ ´ θ2qs exp rαpθ1 ` θ2qs dθ1 dθ1,

IRpθq “
4

π

λc
ż

0

dλλCRpθ, λq cothpκλq ,

Qpθq ” 1` αIRpθq ` pα` S cotSθq2 and

σ2pθq “
σ2Qpθq sin2pSθq exp´p2αθq

S2
, (7.53)

the attenuation factor becomes

fptq “
q2

0αIRpθq

8σ2Qpθq
, (7.54)

and it is the analysis of this term what we are aiming at.

Before we embark on this project it is worth noticing that those terms

in (7.53) came from the integration (7.47) for the underdamped motion

( γ ă ω0 and ω “
a

ω2
0 ´ γ

2). When γ ą ω0 we must remember that

ω “ i
a

γ2 ´ ω2
0 and all the expressions therein must be modified accordingly.

For both the underdamped and overdamped motions the function gpθq ”

αIRpθq{Qpθq is such that gp0q “ 0 and gp8q “ 1. Consequently, the attenu-

ation factor tends to exp´pN{2q when t Ñ 8 , where N ” q2
0{4σ

2 (notice

that N is the average number of quanta of energy h̄ω0 present in the initial

state of the system). As we are interested in situations such that q0 ąą σ,

we have N ąą 1 and therefore the attenuation factor vanishes at long times.
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As a matter of fact, the residual interference exp´pN{2q , still present when

tÑ8, is due to the fact that we have disregarded the initial overlap of the

packets in the normalization of ρ̃px1, y1, 0q. If we take this correction into

account, this anomalous residual contribution must disappear.

The analysis of gpθq that follows involves a very careful examination of

its bahavior in several different limits of interest. In this section we shall be

interested in studying the destruction of quantum interference, or decoher-

ence, in the limits of low and high temperatures for both the underdamped

and overdamped motions.

The time scale for decoherence can readily be obtained by linearizing gpθq,

which yields

exp´fptq « exp´Γt, (7.55)

where the general behavior of the so-called decoherence rate Γ is illustrated

below,

Γ “

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

high temperatures pκ ! 1q

#

2NkBT
h̄ω0

γ if γ ! ω0

2NkBT
h̄ω0

ω2
0

2γ if γ " ω0

low temperatures pκ " 1q

#

Nγ if γ ! ω0

N
ω2

0
2γ if γ " ω0

(7.56)

So, for wave packets initially prepared quite far apart from one another, Γ is

always given by the relaxation constant of the packet (γ if γ ăă ω0 or ω2
0{2γ

if γ ąą ω0) multiplied by a function of the temperature (N if kBT ăă h̄ω0

or 2NkBT {h̄ω0 if kBT ąą h̄ω0). As we are treating the case N ąą 1 we

see that the time for decoherence can be much shorter than the relaxation

time of the packets. Depending on the initial preparation of the state of the

oscillator, this time can be even shorter than the natural period of oscillation

of the particle. If so, the two packets would behave as two moving classical

probability distributions 1 in damped harmonic motion. The introduction of

the dissipative medium turned the system “more classical”.

This result can be easily understood through the following analysis. Sup-

pose that the initial state of the composite system can be approximated

by

|φ1y « t|ψ0y ` |ψzyu b |0y, (7.57)

where |ψ0y ` |ψzy is the initial state of the system and |0y the ground state

1 This is not entirely true because the packets themselves can still be approximately pure
states. We shall soon return to this point.
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of the environment which we assume to be initially at zero temperature.

Moreover, since |ψzy is displaced from the origin, the initial state of the

system contains an average number N of quanta of energy.

After a time interval τ (the relaxation time of the system), the composite

system will be in the state

|φf y “ |ψ0y b |Ny, (7.58)

where |Ny is the state of the reservoir containing N quanta of energy h̄ω0.

Now, let us investigate the state of the composite system once the oscil-

lator has lost only one quantum of energy to the environment.

Since the emission of N quanta takes place in τ the emission of a single

quantum is expected to happen within τ{N . Besides, once the interaction

Hamiltonian of our model involves coordinate-coordinate coupling, the state

of the composite system at this instant can be approximated by

|φ1y « |ψ̃zy b |1y ` |ψ̃0y b |0y, (7.59)

because states at different positions correlate differently with the environ-

ment. Therefore, using the orthogonality between |0y and |1y we can compute

the reduced density operator of the system as

ρ̃ ” trR|φ1yxφ1| “ |ψ̃zyxψ̃z| ` |ψ̃0yxψ̃0|, (7.60)

which is a statistical mixture. So, since the off-diagonal terms have been

washed out within such a short time scale, the overlap of the wave packets

will present no interference pattern any more.

The finite temperature effect can also be accounted for with a very similar

reasoning (Caldeira and Leggett, 1985). The only difference is that now we

have to consider the transitions induced by the coupling to the bath.

As we have seen before, the average loss of a quantum of energy is a

sufficient condition for the destruction of the interference between the two

packets. But we also know that |ψ̃zy, that evolves from |ψzy, and |ψzy itself

are both centered at positions z̃ and z, respectively, and therefore are not

energy eigenstates of the system. Nevertheless, as we are only trying to

understand the mechanism that leads us to (7.56), let us assume that in the

expansion of |ψzy and |ψ̃zy in energy eigenstates only those components close

to E1 and E2 , such that E1 ´E2 « h̄ω0, are dominant. The time evolution

of the occupation number of these two states is given by the system (Murray

et al., 1978)

9n1 “ ´An1 ´Anpω0qpn1 ´ n2q

9n2 “ An1 `Anpω0qpn1 ´ n2q, (7.61)
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where we have neglected the influence of energy eigenstates other than the

two we are interested in. The factor A is of the order of pτ{Nq´1, which is

the spontaneous emission rate of one quantum of energy at T “ 0, and

npω0q “
1

exp h̄ω0
kBT

´ 1
. (7.62)

The solution of (7.61) is simple and reads

n1 ´ n29 exp´r2npω0q ` 1sAt, (7.63)

and, consequently, the decoherence time reduces to

τd9
1

2npω0q ` 1

τ

N
, (7.64)

which, for high temperatures, can be approximated by

τd «
h̄ω0

2NkBT
τ, (7.65)

in accordance with the result we obtained in (7.56).

It is obvious that our latest approximations and hypotheses were by no

means rigorous. Our intention was only to understand this specific case of

decoherence by some physical reasoning.

Pointer basis: Another point which is worth emphasizing here is the agree-

ment of our back-of-the-envelope arguments with the more systematic ap-

proach of the pointer basis advocated by Zurek (2003) regarding the quantum

theory of measurement which we briefly outline below.

The idea behind it is that a measuring apparatus might be composed of

a macroscopic observable (the pointer P ) described by a set of states |Piy

coupled to a huge number of microscopic - and passive - components each of

which is by itself described by |E
pnq
i y where n refers to one of those specific

sub-systems. This latter system is referred to as the environment R.

Now, suppose that there is a microscopic system S of which a given ob-

servable Ô with eigenstates Oi must be measured. We assume the system

is initially prepared in a state |ψy “
ř

i
ai|ϕiy such that Ô|ϕiy “ Oi|ϕiy.

Moreover, let us assume that the initial apparatus state |A0y is given by the

direct product |A0y “ |P0yb|E0y where |P0y is a reference pointer state and

|E0y is the initial environment state (|E0y “ |E
p1q
0 y b |E

p2q
0 y b ...). The state

of the whole universe (system-plus-pointer-plus-environment) is then

|Ψy “ |ψy b |P0y b |E0y “
ÿ

i

aip|ϕiy b |P0y b |E0yq, (7.66)
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which after some time interval t is assumed to have evolved to

|Ψptqy “
ÿ

i

aip|ϕiy b |Piy b |Eiyq. (7.67)

In order for this to happen, the interaction Hamiltonians HSP (between S

and P ) and HPR (between P and R) must be such they induce specific

correlations between the states |ϕiy, |Piy and |Eiy. In the particular case of

measurement theory they must also commute with the free evolution Hamil-

tonians HS ,HP and HR (Zurek, 2003). If the properties of the environment

are such that xEi|Ejy “ δij , it is a simple exercise to show that, within a

very short time interval t, the reduced density matrix of the system-pointer

subsystem becomes

ρSP ” trRρ “
ÿ

i

|ai|
2|ϕiyxϕi| b |PiyxPi|, (7.68)

a statistical mixture of the states of the composite system SP which carries

information about the states |ϕiy to be measured. The measurement itself

is performed by observing the pointer state correlated with the latter.

Although the model for dissipation we have applied to describing the

dynamics of the two wavepackets does not exactly fit this scheme, the re-

quirement that the interaction Hamiltonian correlates certain states of the

system of interest with orthogonal ones from the environment is exactly

what was shown in (7.58) and (7.59). The difference is that since the inter-

action Hamiltonian commutes with neither the system nor the environment

Hamiltonians, we do not have the correlation being established between fixed

states. The reason behind it is that the operators showing up in the interac-

tion Hamiltonian are the position operators of the particle and environment

oscillators and Gaussian wave packets are only approximate eigenstates of

the position of the particle. Nevertheless, even for this kind of decaying

states the transition from a pure state to a mixed one still applies.

We should bear in mind that the mixed state which results within a very

short time scale can only be considered as such if referred to the block

subspaces labelled by the center of the packets. These two indeed behave as

classical probability densities when their interference terms are taken into

account. However, if one uses any measure of purity for the full state the

result is that it is not a maximally mixed state. The reason for this remaining

purity is the “internal” coherence of each Gaussian packet which will decay

in a different time scale.

Internal decoherence. In order to analyze this phenomenon one could appeal

for a qualitative approach employed in Zurek (1991), where the author uses
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the high temperature master equation (6.24) to estimate the time scale for

the decay of the off-diagonal elements of the reduced density operator of

a free particle initially prepared in a Gaussian wavepacket of width ∆x.

Although this gives a plausible estimate of the internal decoherence time of

the packet,

τD « γ´1

ˆ

λT
∆x

˙2

, (7.69)

where λT “ h̄{
?

2MkBT is the thermal de Broglie wavelength of the particle,

the most reliable maneuvre would be to study the time evolution of (7.29)

directly, from which we could extract the exact time dependence of the decay

of each of its off-diagonal elements.

Actually, it has been done for a very weakly damped harmonic oscillator

(Santos, 2013) through the linearization of (7.31), which together with (7.29)

give us

τD “
1

γ

ˆ

σ

ξ

˙2 ˆ

exp
h̄ω0

kBT
´ 1

˙

“

$

’

’

&

’

’

%

1
γ
h̄ω0
kBT

´

σ
ξ

¯2
if kBT " h̄ω0

1
γ

´

σ
ξ

¯2
exp h̄ω0

kBT
if kBT ! h̄ω0.

(7.70)

Once again we see that the further the off-diagonal elements of ρ̃px, y, tq are

from the diagonal terms (x “ y), the fastest they decay and the increase in

temperature also tends to enhance the destruction of coherence. However,

although the off-diagonal elements present this peculiar behavior, the purity

of the state is independent of its preparation details. This can be seen if one

uses (7.29) to compute Trρ̃2px, y, tq which for short times reads

Trρ̃2px, y, tq « 1´ 4

ˆ

exp
h̄ω0

kBT
´ 1

˙´1

γt. (7.71)

Therefore, we see that it ceases to be a pure state within a time interval

τc “
´

exp h̄ω0
kBT

´ 1
¯

{4γ, which is independent of σ. Another curious feature

of τc is that, for T Ñ 0, it diverges, meaning that this damped state never

becomes a mixture at T “ 0. Despite being strange, this characteristic is

typical of a coherent state of a harmonic oscillator coupled to a bath within

the rotating wave approximation (see section 5.4), whose behavior can be

reproduced by the very weak damping approximation of the minimal model

(Rosenau da Costa et al., 2000). Obviously, this picture changes as higher

order terms in γ are taken into account, as it should.
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This procedure has also been adopted in Venugopalan (1994) for the case

of a free damped particle in the high temperature limit, which in this case

means h̄γ{2kBT ! 1. The author found that contrary to the expectation

that the off-diagonal elements of the reduced density operator in the position

representation should be quickly washed out, this takes place much faster in

the momentum representation. It is shown in the above-mentioned reference

that the reduced density operator of the particle does not even become fully

diagonal in the position representation, at variance with what happens in

the momentum representation where it becomes completely diagonal with

its off-diagonal elements decaying exponentially within a time scale td “

M2γ2{DQ2. In the latter, Q ” px ´ py where the momenta px and py are

defined through the Fourier transform

ρ̃ppx, pyq “

`8
ż

´8

`8
ż

´8

dx dy ρ̃px, yq exp
´ippxx´ pyyq

h̄
. (7.72)

Although the approach presented in Venugopalan (1994) shows us a some-

what unexpected result, a more refined treatment of the free particle problem

can be implemented if we use the exact diagonalization of Hakim and Am-

begaokar (1985), from which the relevance of position representation to the

decoherence problem can be more properly addressed.
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Dissipative quantum tunnelling

This is one of the examples where all that is needed can be extracted from

the reduced density operator of the system in equilibrium. As we have seen

in the introductory chapters, there are many realistic examples where the

decay of a metastable configuration of a given system can take place by

quantum tunneling. Those metastable configurations were described either

by a single coordinate or a dynamical field. In this chapter we will describe

how to deal with these problems.

8.1 Point particles

We are interested in studying the decay of a particle out of a metastable

potential well. The potential we are going to employ in our exercise is given

by (see fig. 8.1)

V pqq “
1

2
Mω2

0q
2 ´

1

6
Mλq3 pλ ą 0q. (8.1)

Evidently, we need to define precisely the problem we are going to attack

because of the many questions that can be raised regarding this same prob-

lem. We are going to try to answer the following questions:

i) Considering that the Brownian particle is in equilibrium with its reservoir

at temperature T about the metastable position q “ 0, what is the proba-

bility for it to leave this position by quantum tunneling?

ii) Is it possible to describe this tunneling rate as a function of the phe-

nomenological damping parameter and temperature only?

In order to establish a criterium for comparison of our future expressions

with those already known for the undamped problem, let us start by briefly

reviewing the latter.
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V 0

q 0

V ( q )

q

Figure 8.1 Metastable potential

8.1.1 The zero temperature case

The central point of the calculation is the expression for the tunneling rate

within the WKB approximation, which is obtained from the evaluation of

the imaginary part of the energy, E
p0q
0 , of the particle at the metastable

energy minimum (see Appendix D) (Callan and Coleman, 1977; Coleman,

1988), and reads

Γ0 “
2 |ImE

p0q
0 |

h̄
“

˜

B0

2πh̄M

¸1{2ˇ
ˇ

ˇ

ˇ

ˇ

detp´MB2
t `Mω2

0q

det1p´MB2
t ` V

2pq
p0q
c qq

ˇ

ˇ

ˇ

ˇ

ˇ

1{2

exp´
B0

h̄
,

(8.2)

where det1 means that the zero eigenvalue must be omitted from the evalua-

tion of the determinant and B0 is the Euclidean action of the bounce q
p0q
c pτq.

The latter is a solution of the imaginary time equation of motion

δSE
δq

ˇ

ˇ

ˇ

ˇ

ˇ

qc

“ ´M :qc ` V
1pqcq “ 0, (8.3)
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where the Euclidean action for an isolated particle is

SErqpτ
1qs “

8
ż

´8

dτ 1

#

1

2
M

ˆ

dq

dτ 1

˙2

` V pqq

+

. (8.4)

Notice that (8.3) is an equation of motion of a fictitious particle in a potential

´V pqq (see Fig. 8.2 below) which can be easily integrated with the boundary

condition q
p0q
c p´8q “ q

p0q
c p8q “ 0. On top of the trivial solution qc “ 0, there

is also a solution that spends most of the time close to q “ 0 at the remote

past (τ Ñ ´8), makes a rapid excursion to q “ q̄ “ q0 at τ “ 0 and slowly

returns to q “ 0 at τ Ñ 8. This is the bounce solution we have mentioned

above and analyzed in Appendix D.

qq 0

- V ( q )

q

Figure 8.2 Inverted potential

This solution is (Callan and Coleman, 1977; Caldeira and Leggett, 1983b;

Coleman, 1988)

qp0qc pτq “
3ω2

0

λ
sech2ω0τ

2
, (8.5)
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and therefore,

B0 “

8
ż

´8

«

1

2
M 9qc

2 ` V pqcq

ff

dτ “
36

5

V0

ω0
, (8.6)

where V0 is the height of the potential barrier, which can be written in terms

of the remaining parameters as

V0 “
2

3

Mω6
0

λ2
. (8.7)

Proceeding with the evaluation of the other terms in (8.2) we reach

Γ0 “ A0 exp´
36

5

V0

h̄ω0
with A0 “ 6ω0

c

6

π

V0

h̄ω0
, (8.8)

which is the well-known WKB expression for the decay rate by quantum

tunneling, as expected.

Now, suppose we want to study the problem of the tunneling of this par-

ticle if it is coupled to the standard environment we have been using in

our applications. So, what we have now is a system in an N `1 dimensional

space that, besides the metastable minimum of energy at pq,Rq “ p0,0q, has

a saddle point at pq,Rq “ p2ω2
0{λ, ..., 2Ckω

2
0{mkω

2
k, ...q. As we are treating

the composite system at T “ 0, the only reasonable interpretation for ImE0

(E0 is the metastable energy of the composite system) is that it is propor-

tional to the tunneling rate of this N ` 1 dimensional configuration out of

the metastable well about the position p0,0q. Besides, since the particle of

interest is the only one able to tunnel, we are going to associate ImE0 to its

tunneling rate subject to the influence of the remaining degrees of freedom.

Therefore, when η ‰ 0 the procedure to obtain the new rate Γ is exactly

the same as for the undamped case with the difference that we must now

evaluate ImE0 for the composite system instead of ImE
p0q
0 for the isolated

particle of interest.

Let us start by writing the density operator of the composite system in

equilibrium at inverse temperature β which reads

ρpx,R; y,Q, βq “
ÿ

n

ψnpx,Rqψ
˚
npy,Qq exp´βEn. (8.9)

The reduced density operator of the particle in equilibrium is then

ρ̃px, y, βq “

ż

dRρpxR; yRq “

ż

dR
ÿ

n

ψnpx,Rqψ
˚
npy,Rq exp´βEn,

(8.10)
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or, using the functional integral representation,

ρ̃px, y, βq “

ż

dRxxR|e´βH|yRy

“

ż

dR

x,R
ż

y,R

Dqpτ 1qDRpτ 1q exp´
SErqpτ

1q,Rpτ 1qs

h̄
, (8.11)

where H is the Hamiltonian of the composite system and SE its corre-

sponding Euclidean action. The energy of the metastable state of the com-

posite system can be computed if we take the limit β Ñ 8 in (8.10) when

x “ y “ 0. Defining τ ” h̄β we have
ż

dR|ψ0p0,Rq|
2e´τE0{h̄

«

ż

dR

0,R
ż

0,R

Dqpτ 1qDRpτ 1q exp´
SErqpτ

1q,Rpτ 1qs

h̄
.

(8.12)

The trace of the functional integral over Rpτ 1q in (8.12) has already been

performed and the result is, as in (6.95) and (6.96),

ρ̃p0, 0, βq “ ρ̃0pβq

0
ż

0

Dqpτ 1q exp´
Seff rqpτ

1qs

h̄
(8.13)

and

Seff rqpτ
1qs “

τ
ż

0

"

1

2
M 9q2 ` V pqq

*

dτ 1

`
η

4π

8
ż

´8

dτ2
τ
ż

0

dτ 1
tqpτ 1q ´ qpτ2qu2

pτ 1 ´ τ2q2
. (8.14)

Now we have to evaluate the path integral (8.13) in order to identify the

imaginary part of the energy of the metastable state of the composite system

through (8.12). We shall associate this quantity with the effective decay

rate (Γ) of the metastable state of the system of interest influenced by the

presence of the environment, as we explained beforehand.

This computation is not simple. It involves the application of the saddle

point method to the functional integral (8.13) in the same way as we did

for the undamped case in Appendix D. We shall reproduce here some steps
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of the calculation which can be found in Caldeira and Leggett (1983b) for

the case of zero temperature and dedicate the next section to the finite

temperature case.

Our first step is the determination of qcpτq. When τ Ñ8 (or T Ñ 0), the

functional derivative of (8.14) at qcpτ
1q reads

δSeff
δq

ˇ

ˇ

ˇ

ˇ

ˇ

qc

“M :qc ´
BV

Bqc
´
η

π

8
ż

´8

dτ2
rqcpτ

1q ´ qcpτ
2qs

pτ 1 ´ τ2q2
“ 0, (8.15)

where the last equality follows from the stationary phase approximation we

have been employing. This equation also represents the motion of a ficti-

tious particle in imaginary time. As in the η “ 0 case, it is invariant under

time reversal (τ 1 Ñ ´τ 1) and translation of the time origin (τ 1 Ñ τ 1 ` τ0),

which allows us to show the existence of a bounce solution when τ Ñ 8.

Multiplying (8.15) by 9qc, we have

d

dτ 1

«

1

2
M 9qc

2 ´ V pqcq

ff

“ 9qcpτ
1q
η

π

8
ż

´8

dτ2
rqcpτ

1q ´ qcpτ
2qs

pτ 1 ´ τ2q2
, (8.16)

which is an explicit expression of the variation of the “Euclidean energy”

with imaginary time. In this way, if we take qcp´8q “ 0` (local maximum

of the potential of Fig. 8.2), the “total energy” of the solution qcpτ
1q starts

to increase as 9qcpτ
1q increases until it reaches the turning point q̄ at τ 1 “ 0.

From then onwards, 9qcpτ
1q ă 0 and all the energy gained by the fictitious

particle on its way to q̄ will be lost at the same rate on its way back to

qcp8q “ 0`. Therefore, when τ Ñ8, (8.15) admits a bounce-like solution.

Once the reader has been convinced of this argument, what we have to do

next is study the stability of the bounce solution by investigating the eigen-

value problem originated from the second functional derivative of (8.14),

namely

D̂qpτ 1q “ λqpτ 1q, (8.17)

where the differential operator D̂ acting on qpτ 1q reads

D̂qpτ 1q “ ´M
d2qpτ 1q

dτ 12
` V 2pqcqqpτ

1q `
η

π

8
ż

´8

dτ2
rqpτ 1q ´ qpτ2qs

pτ 1 ´ τ2q2
.

(8.18)

Deriving (8.15) with respect to τ 1 one can show that 9qc is a solution of

(8.18) with zero eigenvalue. As qcpτ
1q is an even function of its argument,
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9qcp0q “ 0, and, therefore, the solution with λ “ 0 has a node for τ 1 ‰ ˘8.

This implies that there is an eigenfunction q0pτ
1q with λ ă 0.

Since in (8.13) one has to integrate over all possible directions in function

space, this particular one will cause us problems because it gives rise to an

increasing Gaussian integral. The way to avoid this problem is to perform

an appropriate analytical extension of the variable along this dangerous

direction (Callan and Coleman, 1977; Caldeira and Leggett, 1983b; Coleman,

1988) which gives us an imaginary part for the energy E0.

Because of this analysis, we can directly write the result corresponding to

the tunneling of the Brownian particle at T “ 0 directly as

Γ “ A exp´
B

h̄
(8.19)

where

A “

c

|| 9qc||2

2πh̄

g

f

f

e

ˇ

ˇ

ˇ

ˇ

ˇ

det D̂0

det1 D̂

ˇ

ˇ

ˇ

ˇ

ˇ

with || 9qc||
2 ”

8
ż

´8

dτ 1 9q2
c pτ

1q (8.20)

and

B ” Seff rqcs “

8
ż

´8

"

1

2
M 9q2

c ` V pqcq

*

dτ 1

`
η

4π

8
ż

´8

dτ 1
8
ż

´8

dτ2
tqcpτ

1q ´ qcpτ
2q u

2

pτ 1 ´ τ2q2
. (8.21)

In (8.20), D̂0 is the same as D̂ (see (8.18)) with V 2pqcq replaced by Mω2
0

and det1 means that the determinant must be computed omitting the zero

eigenvalue (see Appendix D). Notice that, in general, || 9qc||
2 ‰ B{M . The

equality only holds when the “Euclidean energy” is conserved or, in other

words, η “ 0.

The prefactor A represents the quantum fluctuations about this extremum

solution and its evaluation involves the subtle computation of the ratio of

determinants present therein. In the remainder of this chapter we will even-

tually perform the computation of the latter in some specific case. Actually,

we have already done that for the prefactor of the real time propagator in

Appendix A although the method employed there is not applicable to any

situation. A very reliable approach to the problem is the employment of the

Fredholm scattering theory (Gottfried, 1966) as was done in (Chang and

Chakravarty, 1984).
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Although A might increase with dissipation, there is no doubt that B does

(see below). Now, since only the latter appears in the exponent of the rate

expression it is evident that the overall influence of dissipation on quantum

tunneling will be to reduce it. Therefore, we shall concentrate our efforts on

understanding the possible modifications induced by the damping mainly

on the effective action, although some estimates of the prefactor will also be

touched upon whenever possible.

This increase of the action is seen trivially, because the term that depends

on η in (8.21) is a positive definite integral. Therefore, B ą B0 ñ Γ ă Γ0

and we can conclude that dissipation tends to inhibit quantum tunneling

of a Brownian particle. At this point it is worth emphasizing an important

fact; dissipation or, still better, the coupling to an environment not always

tend to inhibit tunneling. The particular form (8.21) is dependent on our

choice for the particle-bath interaction. As a matter of fact, there are other

forms of coupling that tend to speed the tunnelling process up, even if the

effect on the classical equation of motion comes about as a dissipative term.

This is the case we have already mentioned of the anomalous dissipation

(Leggett, 1984). Although extremely interesting, these examples are not our

main goal in this section, where we wish to address the specific case of a

Brownian particle (Ohmic dissipation).

Weakly damped systems

Let us initially study the correction to B0 as a function of η. Despite of being

very complex, this problem presents two particularly interesting limits in

which it can be solved analytically, namely η Ñ 0 and η Ñ8. When η Ñ 0

(or γ ăă ω0), we assume that the solution qcpτ
1q has the form

qcpτ
1q “ qp0qc pτ

1q ` η qp1qc pτ
1q (8.22)

where q
p0q
c pτ 1q is the bounce when η “ 0. Now, inserting (8.22) in (8.21) we

see that in order to get corrections Opηq to the action B we should only

evaluate the double integral in (8.21) with qcpτ
1q “ q

p0q
c pτ 1q. The other terms

will be Opη2q. This integral can be solved in two steps. Firstly, we define

new variables of integration u “ τ 1 ´ τ2 and v “ pτ 1 ` τ2q{2, which allows

us to reduce it to

∆B ” B ´B0 “
2η

3π
q̄2

8
ż

´8

dx

x2

«

sinh2 x´ 3x cothx` 3

sinh2 x

ff

(8.23)
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which can be solved by residues, yielding

∆B “
45

π3
ζp3qαB0 “

12

π3
ζp3q η q̄2 (8.24)

where α ” η{2Mω0 “ γ{ω0 and ζp3q “
8
ř

n“1
1{n3.

Prefactor. Following what we have just done, all we need now is to evalu-

ate the dissipative correction to lowest order in η due to its effect on the

undamped bounce solution q
p0q
c pτ 1q. Consequently, if we keep the dissipative

corrections to the same order in the prefactor, they appear in a term pro-

portional to the action itself (see (D.36) and (8.20)) and through the ratio

of determinants. Therefore, if we write B “ B0 `∆B where ∆B ! B0 and

expand both the ratio of determinants and the square root contributions up

to first order in ∆B the prefactor reads

A « A0p1` c αq, (8.25)

where c « 2.8 (Freidkin et al., 1986; Ankerhold, 2007). Then, expanding the

exponent up to the same order in ∆B one has

Γ « Γ0p1` c αq

ˆ

1´
∆B

h̄

˙

, (8.26)

where by (8.24) ∆B{h̄ « 1.7αB0{h̄. Consequently, as for the validity of

the semiclassical approximation B0 " h̄, we see that the decay rate, up

to this order in η, is still dominated by the exponential factor and then

diminishes with increasing damping as we had foreseen. Notice that to reach

this conclusion we have assumed that B0 " h̄ which is not necessarily the

case in practical applications. However, the same conclusion can still be

reached for values of B0 Á h̄ for which the semiclassical approach is still a

good approximation.

Strongly damped systems

In the case of strongly damped systems (γ " ω0) we had best write the

equation of motion (8.15) in terms of the Fourier transform qpωq of qpτ 1q.

Using that

qpτ 1q “
1

2π

8
ż

´8

dω qpωqe´iωτ
1

(8.27)
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we have

tMω2 ` η|ω| `Mω2
0uqpωq ´

Mλ

4π

8
ż

´8

dω1 qpω ´ ω1q qpω1q “ 0. (8.28)

As we are interested in the overdamped solutions we hope the main con-

tribution to qpωq comes from the low frequency part of its spectrum and,

therefore, we should neglect the term in ω2 in (8.28). Then assuming that

qcpωq is of the form

qcpωq “ Ae´κ|ω| (8.29)

we have

η|ω|Ae´κ|ω| `Mω2
0Ae

´κ|ω| ´
3MλA2

4π

ˇ

ˇ

ˇ

1

κ
` |ω|

ˇ

ˇ

ˇ
e´κ|ω| “ 0 (8.30)

which implies that

A “
4πη

3Mλ
and κ “

2α

ω0
. (8.31)

The expression for κ in (8.31) really confirms that that the main contribution

to qcpωq in (8.29) comes from frequencies such that ω ăă ω0, once α ąą 1.

This justifies our self-consistent approach to ignore the Mω2 term in (8.28).

Inserting (8.29) in (8.27), using (8.31) and performing the resulting inte-

gral, one gets

qcpτ
1q “

4

3

q0

1`
´

ω2
0τ
1

2γ

¯2 . (8.32)

The action corresponding to this solution can be readily evaluated as

B “
1

2π

8
ż

´8

"

1

2
pMω2 ` η|ω| `Mω2

0q q
2
c pωq

´
Mλ

12π

8
ż

´8

dω1 qcpωq qcpω ´ ω
1q qcpω

1q

*

dω

“
2π

9
ηq2

0 `O
ˆ

ω0

γ

˙

. (8.33)

Once again we conclude that dissipation increases the action of the bounce,

which implies a decrease of Γ. Moreover, the correction that shows up due

to the coupling to the environment can be solely written in terms of the

phenomenological dissipation constant η. In spite of still having to analyze
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the prefactor of Γ, we can safely say the there is an overall decrease of this

decay rate since it is the exponential term which dominates its behavior.

For intermediate values of η, it is not possible to write an analytical so-

lution to (8.28). However, variational arguments can be used in order to

establish general bounds for Bpηq. Although we are not going to present

them in this book, we would like to suggest (Caldeira and Leggett, 1983b)

for details about the referred procedure. A numerical approach to the prob-

lem is available in (Chang and Chakravarty, 1984).

Prefactor. In order to analyze the behavior of the prefactor in the over-

damped case (actually the subsequent general analysis can also be applied

to underdamped situations), it is convenient to introduce the dimensionless

variable t ” ω0τ{2α with ω denoting the frequency conjugate to t. Then,

defining the dimensionless classical bounce trajectory measured in units of

q0 by q̃cptq, we can rewrite the prefactor expression (8.20) as

A “ ω0

˜

|| 9̃qc||
2

2πh̄

¸1{2

K1{2 (8.34)

where the dimensionless factor K is given by

K ”

ˇ

ˇ

ˇ

ˇ

ˇ

det Ĥ0

det1pĤ0 ` V̂ q

ˇ

ˇ

ˇ

ˇ

ˇ

. (8.35)

In the representation |ωy such that xt|ωy “ p2πq´1{2 exp´iωt, for any

wavefunction ψnpωq, the operators Ĥ0 and V̂ are defined by the relations

Ĥ0ψnpωq ”

ˆ

1` |ω| `
ω2

4α2

˙

ψnpωq “ ε0pωqψnpωq,

V̂ ψnpωq ”

`8
ż

´8

V pω ´ ω1 : αqψnpω
1qdω1, (8.36)

where

V pωq ” ´
3

2π

`8
ż

´8

dt q̃cptq exp´iωt.

Now, analyzing the spectrum of Ĥ0 ` V̂ , we realize that it admits a neg-

ative eigenvalue λ0, associated with the eigenfunction ψ0pωq, and an eigen-

value λ1 “ 0, associated with the eigenfunction ψ1pωq9ωV pωq
1, due to the

1 As this function has a node it implies the existence of a nodeless eigenfunction with negative
eigenvalue.
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translation invariance of the bounce along the time axis. It may also have

other discrete eigenvalues (bound states) for 0 ă λ ă 1, but definitely has a

quasi-continuous spectrum starting at λ “ 1. If we assume periodic bound-

ary conditions with the period Ω ” ω0t̄{2α, (t̄ Ñ 8), to the eigenstates of

Ĥ0` V̂ , the level spacing in the quasi-continuous spectrum vanishes as Ω´1.

Consequently, the effect of V̂ on the states of the quasi-continuous spectrum

is of the order Ω´1 relative to that of Ĥ0.

The next step in proceeding with our analysis of K is to use the well-

known equality lnpdet Ôq “ trpln Ôq which when applied to lnK reads

lnK “

b
ÿ

n“0

xψn| ln Ĥ0|ψny `
ÿ

nąb

xψn| ln Ĥ0|ψny

´

b
ÿ

n“0,‰1

ln |λn| ´
ÿ

nąb

xψn| lnpĤ0 ` V̂ q|ψny, (8.37)

where |ψny is an eigenstate of Ĥ0`V̂ with eigenvalue λn and b is the number

of bound states for 0 ă λ ă 1. Therefore, writing the eigenvalue equation

pĤ0 ` V̂ q|ψny “ λn|ψny in the ω-representation, we have

ε0pωqψnpωq `

`8
ż

´8

V pω, ω1qψnpω
1q dω1 “ λnψnpωq, (8.38)

which, when multiplied on the left by ψ˚npωq and integrated over ω yields

`8
ż

´8

ε0pωq|ψnpωq|
2dω `

`8
ż

´8

`8
ż

´8

ψ˚npωqV pω, ω
1qψnpω

1q dω1 dω “ λn. (8.39)

For short, we write λn “ I
pnq
1 ` I

pnq
2 , where I

pnq
k represents the kth integral

in (8.39), to express the last term on the r.h.s. of (8.37) as

ÿ

nąb

ln
´

I
pnq
1 ` I

pnq
2

¯

“
ÿ

nąb

ln I
pnq
1 `

ÿ

nąb

ln

˜

1`
I
pnq
2

I
pnq
1

¸

«
ÿ

nąb

ln I
pnq
1 `

ÿ

nąb

˜

I
pnq
2

I
pnq
1

¸

(8.40)

since I
pnq
2 ! I

pnq
1 , as we have argued before.

In this way we can rewrite (8.37) as

lnK “

b
ÿ

n“0

xψn| ln Ĥ0|ψny ´
b
ÿ

n“0,‰1

ln |λn| `
b
ÿ

n“0

xψn|Ĥ
´1
0 V̂ |ψny
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`
ÿ

nąb

»

–

`8
ż

´8

ln ε0pωq |ψnpωq|
2 dω ´ ln

¨

˝

`8
ż

´8

ε0pωq |ψnpωq|
2 dω

˛

‚

fi

fl´ trpĤ´1
0 V̂ q,

(8.41)

where now, due to the presence of the third term on the r.h.s. of (8.41),

the trace of Ĥ´1
0 V̂ is unrestricted and can consequently be evaluated in any

representation. Choosing the ω-representation for simplicity we have

trĤ´1
0 V̂ “ V p0q

`8
ż

´8

dω

1 ` |ω| ` ω2{4α2
“ ´

3

π
fpαq

`8
ż

´8

q̃cpt
1q dt1 (8.42)

where fpαq is given by (7.40) for α ž 1.

Notice that the approach we have used to evaluate the desired ratio of

determinants is valid for any value of α. Rewriting (8.41) as lnK “ D0pαq´

trĤ´1
0 V̂ , all we need to do is compute D0pαq. In order to achieve that,

we need to solve the eigenvalue problem (8.38) which can be, in general, a

hard task. However, there are limits where this programme can be explicitly

carried out which is, for example, the case of very high damping.

In the limit α " 1 we can use the appropriate form of fpαq from (7.40)

and the bounce solution (8.32) in (8.42) to reduce the latter to 8 ln 2α.

Moreover, as in this limit the term depending on ω2 can be dropped from the

eigenvalue equation, it becomes evident that D0pαq is actually a constant,

independent of α. It has been explicitly shown in (Caldeira and Leggett,

1983b) that for values of α for which the eigenvalue problem admits only

three bound states in the spectrum ( which seems to be the case up to α À 10

(Chang and Chakravarty, 1984)) their contribution to D0 is about ´1.5.

Since the contribution of the quasi-continuous part of the spectrum to D0

was overlooked in (Caldeira and Leggett, 1983b), we shall ignore its specific

numerical value in our final expressions because it will have no influence on

the already established α-dependence of the prefactor. Once again we see

the reduction of the tunneling rate as a function of the damping parameter.

Using all these results in (8.35) we get

A “ cA0 α
7{2, (8.43)

where A0 is the undamped prefactor and c is a constant which was numer-

ically evaluated in (Chang and Chakravarty, 1984) and shown analytically

(Larkin and Ovchinnikov, 1984; Grabert et al., 1987) to be equal to 4
?
π{3

to leading order in α.
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8.1.2 The finite temperature case

Once we have learnt about the zero temperature tunnelling of a particle

out of a metastable potential well, it is time to try to generalize it to finite

temperatures. We say try because, as we shall see shortly, this generalization

is far from being a completely settled issue. To the best of our knowledge

there are three basic approaches used to generalize the T “ 0 case.

The first one is very similar to what we have done so far. The only dif-

ference is that now we interpret, at least for low enough temperatures (see

below), the imaginary part of the free energy, F , as the decay rate. This is

now given by

Γ “
2 ImF

h̄
“ ApT q exp´

BpT q

h̄
, (8.44)

where F is computed exactly like what has been done for E0, but with

finite limits of integration instead (Grabert and Weiss, 1984; Larkin and

Ovchinnikov, 1983, 1984; Weiss, 1999). Although there is no rigorous proof

of the validity of (8.44), many results originated from the application of that

expression to specific problems reproduce appropriate limits of the predicted

(or even measured) decay rate. In order to keep pace with the formulation

we have chosen to follow in this book, this will be the method we will briefly

resume in this section. We call it the free energy method.

The second approach (Waxman and Leggett, 1985) is a generalization for

finite temperatures of an alternative way to deal with the T “ 0 case. In the

latter, the authors redefine the decay rate in terms of WKB wave functions of

the metastable potential in order to avoid any sort of analytical continuation

procedure. The results obtained for the argument of the exponential term

in (8.44) still coincides with those one obtained by the previous method,

whereas for the prefactor only the low temperature and vanishing dissipation

limit match up in the two methods.

The third approach is an adaptation of the method of Feynman and Ver-

non (Ueda, 1996) aimed at studying the quantum transmission through a

dissipative potential barrier. Although the method envisages a different sort

of problem, it can easily be adapted to our present needs. Nevertheless, we

shall stick to the formulation we have chosen for dealing with the decay

problem and not discuss this method here.

In any of these three cases analytical solutions are, in general, not available

except in the limit of very low temperatures, where a correction proportional

to T 2 can be found, or very high T , where the thermal activation results

(Kramers, 1940) are recovered.
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Undamped systems

Let us start by briefly showing how, within the free energy method, the

problem is approached for undamped systems and then generalize it to fi-

nite damping. In the first part of this program we will be closely following

(Affleck, 1981; Weiss, 1999).

Consider, once again, a particle in thermal equilibrium with its reservoir

about q “ 0 in fig. 8.2, but this time let us assume that the temperature

T “ pkBβq
´1 ‰ 0. Now, assuming that each approximate eigenstate of

the particle in the well has a very tiny imaginary part, we can make the

replacement E
p0q
n Ñ E

p0q
n ` ih̄Γ

p0q
n {2 and then, using the fact that

F “ ´
1

β
lnZ “ ´

1

β
ln

«

8
ÿ

n“0

exp´β

˜

Ep0qn ` i
h̄Γ
p0q
n

2

¸ff

, (8.45)

where F is the Helmholtz free energy of the metastable configuration and Z

the corresponding partition function, we write

F “ ´
1

β
lnZR ` i

1

ZR

8
ÿ

n“0

h̄Γ
p0q
n

2
exp´βEp0qn , (8.46)

where ZR “
8
ř

n“0
exp´βE

p0q
n is the real part of the partition function. Con-

sequently, we can now say that

2ImF

h̄
“ xΓp0qn yβ ” Γ

p0q
β (8.47)

which is a reasonable choice for the undamped decay rate at finite tem-

peratures at least as long as one considers that only few energy levels are

thermally populated or, in other words, we are working at finite but low

temperatures.

Having expressed F in terms of the trace of exp´βH all we have to do

now is evaluate

Zpβq “

`8
ż

´8

dx xx | exp´βH |x y “

`8
ż

´8

dx

x
ż

x

Dqpτ 1q exp´
SErqpτ

1qs

h̄

(8.48)

where

SErqpτ
1qs “

`h̄β{2
ż

´h̄β{2

dτ 1

#

1

2
M

ˆ

dq

dτ 1

˙2

` V pqq

+

, (8.49)
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and, for convenience, we have used a symmetric imaginary time interval.

From the resulting expression one can find ImF and finally establish its

relation to the well-known limits of the decay rate computed by other meth-

ods.

There are two differences between the present case and that solved in

Appendix D in the zero temperature limit. The first one is that the path

integral in (8.48) must now be evaluated for paths within a region of finite

imaginary time (finite β) such that qph̄β{2q “ qp´h̄β{2q. The second has

to do with the bounce structure which now is no longer appropriate for

exponentiation. Let us then see how one must handle this new situation.

The Euclidean action in (8.48) has two kinds of extrema which obey (D.5)

with qph̄β{2q “ qp´h̄β{2q for inverted potentials like the one in fig. 8.2. One

kind is composed of non-periodic solutions which are similar to the ones of an

inverted oscillator. They start at a given position, say qp´h̄β{2q “ x, move

to the harmonic-like barrier centered at q “ 0 and bounce back at t “ 0

to qph̄β{2q “ x, but with 9qph̄β{2q ‰ 9qp´h̄β{2q. It is a good approximation

to consider these solutions as the ones of the inverted harmonic potential,

in particular for positions x not far from the origin. We call these solutions

type I and only consider the case they have negative Euclidean energy

E “ ´|E| “
1

2
M 9q2 ´ V pqq. (8.50)

The type I solutions of positive energy would bounce off from the cubic part

of the potential at q ą q0 (see fig. 8.2) and will not be relevant for our

purposes.

The other kind of solutions - which we will call type II - are periodic

solutions with period h̄β which live within the metastastable well of the

inverted cubic potential of fig. 8.2 for 0 ă x ă q0. These remind us of a

bounce-like solution with the difference that they now have a finite period,

unlike the genuine bounce of the zero temperature case of appendix D. As the

Euclidean energy in (8.50) approaches ´V0 the period of these solutions tend

to 2π{ωb where ω2
b ” V 2pqbq{M with qb given by the solution of V 1pqbq “ 0

(V pqbq “ V0). Notice that in this case, only for h̄β “ 2nπ{ωb there are

periodic solutions of the equation of motion (D.5). We shall shortly return

to this point.

Now, with these two kinds of solutions for the Euclidean equation of mo-

tion, we can solve (8.48) within the stationary phase approximation (SPA).

As type I and II solutions are well separated in function space, we can con-

sider their contribution to Zpβq to be additive. Therefore, we can write it
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as

Zpβq «

`8
ż

´8

dx∆Ipβq exp´
S
pIq
E px, βq

h̄
` Z1pβq (8.51)

where S
pIq
E px, βq and ∆Ipβq are respectively the Euclidean action (8.49)

evaluated at qcpτq “ q
pIq
c pτq, which for small x turns out to be Gaus-

sian, and the prefactor N0pβq
 

det
“

´MB2
τ `Mω2

0q
‰(´1{2

, with N0pβq be-

ing a normalization factor. The latter is chosen in such a way that the

first integral in (8.51) reduces to the harmonic oscillator partition function

Z0pβq “ r2 sinhph̄ω0β{2qs
´1 since, as the main contribution to the x inte-

gral comes from x « 0, it can be extended from minus to plus infinity. The

contribution Z1pβq results from the SPA about qcpτq “ q
pIIq
c pτq which we

analyze next.

For temperatures such that β´1 ă β´1
0 ” h̄ωb{2π (T0 ” h̄ωb{2πkB is

the so-called crossover temperature and its role will become clearer in the

sequel), the eigenvalue problem coming from the second functional derivative

of the action at the periodic solutions q
pIIq
c pτq still preserves the structure

of the T “ 0 case and admits a negative and a zero eigenvalue (translation

mode). Therefore, it can be solved in a similar fashion to what we have done

before for a single bounce and the result is (Affleck, 1981; Ankerhold, 2007)

Z1pβq « ´
ih̄β

2

1
a

2πh̄|τ 1pEβq|
exp´

„

2W pEβq

h̄
` βEβ



(8.52)

where τ 1pEq “ dτpEq{dE and Eβ is a solution of 2dW pEq{dE “ ´h̄β with

2W pEq “

¿

a

2MpV pqq ´ Eqdq. (8.53)

The expression for Z1pβq above is just another way (see, for example,

Rajaraman, 1987) to write

Z1pβq « ´
ih̄β

2

ˆ

|| 9qc||
2

2πh̄

˙1{2
1

a

det1 r´MB2
τ ` V

2 pqcpτqqs

ˆ exp´
SE rqcpτqs

h̄
, (8.54)

where qcpτq “ q
pIIq
c pτq. In (8.52) the complex i appears because of the de-

formation of the integration contour into the complex plane and the factor

1{2 is due to the fact that the integration is performed only along half of

the steepest descent through the saddle point (see, appendix D). There is
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also ambiguity in the sign of (8.54) (Langer, 1967) but we have chosen the

minus sign for convenience. The multiplicative factor h̄β, on the other hand,

appears because of the imaginary time translation invariance of the periodic

solutions and comes out naturally from the integration over x.

For temperatures β´1 ą β´1
0 the zero mode disappears but there is still

a negative eigenvalue corresponding to the constant solution qb which pre-

serves the imaginary contribution to Z1pβq. The disappearance of the trans-

lation mode is a direct consequence of the fact that for such short imaginary

times, there is no way we can accomodate finite amplitude periodic orbits

satisfying qcph̄β{2q “ qcp´h̄β{2q and, therefore, in the neighborhood of qb
the only possibility is qcpτq “ qb. Another way to see the same result is by

simply analyzing the eigenvalues of the second functional derivative of the

action at qb. If β´1 ą β´1
0 the lowest positive eigenvalue ω1 ´ ωb ą 0 where

ω1 ” 2π{h̄β. In this limit, applying the SPA to the path integral in Z1pβq

and performing the integration over x yields

Z1pβq « ´
i

2
Nbpβq

1
b

| detr´MB2
τ ´Mω2

b qs|

exp´βV0

“
´i

4 sinpβh̄ωb{2q
exp´βV0, (8.55)

where Nbpβq is the result of the x integration (appropriately continued into

the complex plane) divided by the normalization constant NR defined in

Appendix A. The last step of (8.55) follows from the results of Appendices

A and D. Finally, using the fact that Z0 " |Z1| we can write

F “ ´
1

β
lnZpβq « ´

1

β
lnZ0pβq `

i

β

|Z1pβq|

Z0pβq
. (8.56)

Now, if we establish the following relations:

Γ
p0q
β “

$

&

%

p2{h̄qImF if T ď T0

pωbβ{πqImF if T ě T0

(8.57)

we get

Γ
p0q
β «

2 sinhph̄ω0β{2q
a

2πh̄|τ 1pEβq|
exp´

„

2W pEβq

h̄
` βEβ



, (8.58)

if T ă T0, and

Γ
p0q
β «

ωb sinhpβh̄ω0{2q

2π sinpβh̄ωb{2q
exp´βV0, (8.59)
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if T ą T0. Notice that (8.59) diverges as T Ñ T0 which establishes the range

of validity of that expression.

The motivation behind writing relations (8.57) is to reach the desired con-

nection between ImF and the decay rate Γ which can, at least, be tested in

some limiting cases. Actually, they have also been motivated by the applica-

tion of WKB methods to the tunneling problem in the energy domain as in

(Affleck, 1981; Ankerhold, 2007; Weiss, 1999) but these will not be reviewed

here.

The first check is obviously the zero temperature case. With the expres-

sions we have defined along this section it is not a hard matter to show that

when β Ñ8 the first of (8.57) reproduces the zero temperature expression

(8.8) whereas when β Ñ 0 (T " T0) the second of (8.57) gives us

Γ
p0q
β «

ω0

2π
exp´βV0, (8.60)

which is the well - known Arrhenius law for the escape rate, a result that can

be obtained by the classical transition state theory (TST) (see, for example,

Weiss, 1999, and references cited therein). Notice that those two relations

coincide at T “ T0.

Here we should mention that by a somewhat different application of WKB

methods combined with a semiclassical evaluation of the equilibrium density

operator of the particle in a metastable well, it was shown (Waxman and

Leggett, 1985) that

Γ
p0q
β «

1
a

2πxq2y

|| 9qc||
2

2M | :qcph̄β{2q|

ˇ

ˇ

ˇ

ˇ

ˇ

detp´MB2
τ `Mω2

0q

det2p´MB2
τ ` V

2pqcpτqqq

ˇ

ˇ

ˇ

ˇ

ˇ

1{2

ˆ exp´
SErqcpτqs

h̄
, (8.61)

where now det2 means that both the zero and negative eigenvalues must be

omitted from the evaluation of the ratio of determinants and x˚y is the ther-

mal average of the variable being considered. This alternative expression has

exactly the same exponential behavior as those two forms in (8.57), which

is a good hint that the exponential term has indeed the correct dependence

at all temperatures.

Contrary to the exponent, the prefactor in (8.61) does not provide us with

a meaningful result for T À T0. When we reach these range of temperatures

the prefactor vanishes bacause the term || 9qc||
2{| :qcph̄β{2q| Ñ 0, at variance

with the expected high temperature behavior of (8.60). Probably this takes

place because the method used by the authors in (Waxman and Leggett,
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1985) only takes into account spatially decaying WKB wave functions under

the potential barrier of the metastable cubic potential.

In contrast, if we apply similar WKB methods to the same problem as

in (Affleck, 1981), it becomes clear that the high temperature contribution

comes about because scattering states just above the top of the barrier are

considered. Therefore, we can say that the free energy method presented

here is a quantum version of the TST (Weiss, 1999), with which the method

presented in (Waxman and Leggett, 1985) coincides at low temperatures. In

other words, viewed in this way, the free energy method, when applied to

very low temperatures, has generalized the Arrhenius law to include quan-

tum tunneling. Nevertheless, this sort of generalization is not yet free from

criticisms.

Classical activation rate

As it is already known from the classical theory of the activation rate

(Kramers, 1940), the question of the determination of the prefactor is a very

subtle point that deserves special attention. We only highlight here a few

results that exemplify the complexity of the problem (for a more thorough

discussion on the subject, see also Weiss, 1999).

The classical TST implicitly assumes that, even for the undamped case,

there is a thermal distribution of particles in the metastable well at finite

temperatures. If this is indeed the case, there must be an exponential tail of

the energy distribution extending past over V0 and particles above this value

can freely move across the potential barrier. So, after a very short (transient)

time, all particles with energies above V0 will have left their initial positions

and it is very unlikely that the initial distribution function will keep its form

since we are entirely neglecting the coupling to an external environment at

temperature T . In order for the remaining particles to rearrange themselves

into a new equilibrium distribution, it is crucial that they either interact

among themselves or are acted by an external agent. Therefore, apart from

a fast transient during which an exponential small number of particles leave

the well, the decay rate becomes zero.

Once we introduce the interaction with an external environment and dis-

sipation explicitly appears in the determination of the equilibrium distribu-

tion, it can be shown (Weiss, 1999) that the decay rate is given by

Γβ « Aclpβq exp´βV0, (8.62)

where Aclpβq9 γβω0{2π, which clearly vanishes for zero damping as we have

anticipated above.

For moderate-to-strong damping (Kramers, 1940) the decay factor can
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be computed from a Fokker-Planck-like equation for the probability density

and its final form is exactly like that in (8.62) with Aclpβq given by (Weiss,

1999)2

Aclpβq “ fpγq
ω0

2π
(8.63)

where

fpγq “

d

1`

ˆ

γ

ωb

˙2

´
γ

ωb
. (8.64)

Notice that although this expression reproduces (8.60) when γ Ñ 0 we

should bear in mind that it is not valid in this regime, for which one must

apply (8.62).

For overdamped systems (8.63) still holds and in the particular case of

very strongly damped systems (γ " ωb) it reduces to

Aclpβq “
ω0ωb
4πγ

, (8.65)

which, once again, is much smaller than the prefactor of (8.60). The reason

for this reduction is no longer the same as for the undamped case. Now,

despite the existence of the interaction with the environment which assures a

fast recovery of the thermal equilibrium distribution in the well, the particles

move sluggishly in space and therefore, the rate at which they leave the well

is also small in this regime. In other words, for very weakly damped systems

the activation rate is dominated by the process of energy diffusion whereas

for very strongly damped systms it is dominated by spatial diffusion.

Damped systems

Once we have performed the former analysis, let us include dissipation in

the present finite temperature generalization of the undamped quantum tun-

neling problem. Fortunately, we have chosen to work with the free energy

method which, albeit not free from criticism, provides us with a framework

that can incorporate both finite temperature and damping effects straight-

forwardly. All one has to do is modify expression (8.48), replacing the finite

temperature action (8.49) by its damped version (8.14) and proceed as we

have done for the finite T porβq undamped case. Actually, using the symmet-

ric imaginary time interval ´h̄β{2 ă τ ă h̄β{2 and, unlike what we have

done to reach (6.91), not extending qpτq outside this domain, we rewrite

2 The definition of γ in this reference and also in (Ankerhold, 2007) is twice the one we use in
this book.
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(8.14) in a more symmetric form as

Seff rqpτ
1qs “

h̄β{2
ż

´h̄β{2

"

1

2
M 9q2 ` V pqq

*

dτ 1

`
ηπ

4h̄2β2

h̄β{2
ż

´h̄β{2

dτ2
h̄β{2
ż

´h̄β{2

dτ 1
tqpτ 1q ´ qpτ2qu2

sin2 pπpτ 1 ´ τ2q{h̄βq
, (8.66)

from which the following equation of motion and eigenvalue problem arise:

δSeff
δq

ˇ

ˇ

ˇ

ˇ

ˇ

qc

“M :qc ´
BV

Bqc
´

ηπ

h̄2β2

h̄β{2
ż

´h̄β{2

dτ2
rqcpτ

1q ´ qcpτ
2qs

sin2 pπpτ 1 ´ τ2q{h̄βq
“ 0,

(8.67)

and

D̂βqpτ
1q “ ´M

d2qpτ 1q

dτ 12
` V 2pqcqqpτ

1q ` Ôβqpτ
1q “ kqpτ 1q, (8.68)

where the differential operator Ôβ acting on qpτ 1q reads

Ôβqpτ
1q “

ηπ

h̄2β2

h̄β{2
ż

´h̄β{2

dτ2
rqpτ 1q ´ qpτ2qs

sin2 pπpτ 1 ´ τ2q{h̄βq
. (8.69)

Now we proceed as before and evaluate the partition function of the system

using SPA. The same sort of analysis for low or high temperatures is also

possible in the present case, although there are some important differences

the reader should be warned of.

On top of having to deal with periodic paths in finite imaginary time

intervals, the concept of Euclidean “energy” is no longer very useful here3.

For example, the reasoning that led us to (8.52) cannot be applied in the

present case. However, a simple qualitative analysis of the problem makes

us conclude that we must still have the same sort of structure of stationary

paths for Seff rqcpτqs as before, but this time for the deformed solutions of

the dissipative equations of motion (8.67). Therefore, we are going to use the

generalization of the finite damping expression (8.19) to finite temperatures

3 Although it is not constant it is still symmetric within the finite imaginary time interval.
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as

Γβ «

c

|| 9qc||2

2πh̄

ˇ

ˇ

ˇ

ˇ

ˇ

detD
p0q
β

det1Dβ

ˇ

ˇ

ˇ

ˇ

ˇ

1{2

exp´
Seff rqcpτqs

h̄
, (8.70)

where detD
p0q
β is evaluated for V 2pqcpτqq “ Mω2

0 in (8.68). Notice that the

form (8.70) already accounts for the existence of a zero mode in our problem

which is not generally the case. It is only valid for temperatures lower than

the modified crossover temperature for damped systems TR which we shall

define below. For temperatures T ą TR the zero mode disappears and the

resulting expression is no longer applicable.

Although the problem is basically the same we have been dealing with

so far, the solution of the equation of motion (8.67) and the eingenvalue

problem (8.68) are by no means an easy task now.

The method vastly adoped in the literature to tackle these issues (see, for

example, Weiss, 1999; Ankerhold, 2007; Waxman and Leggett, 1985; Grabert

et al., 1987) makes use of the Fourier representation of the periodic paths

qpτq in which we decompose

qpτq “
8
ÿ

n“´8

qn exp´iωnτ, (8.71)

where ωn “ 2nπ{h̄β are the well-known Matsubara frequencies. Then, (8.67)

reads

pMω2
n ` 2Mγ|ωn| ` Mω2

0qqn ´
3Mω2

0

2q0

8
ÿ

m“´8

qmqm´n “ 0, (8.72)

where, for convenience, we have used the fact that λ “ 3Mω2
0{q0. Note that

this equation must be complemented with the boundary condition qph̄β{2q “

qp´h̄β{2q “ x which implies that

x “
8
ÿ

n“´8

p´1qnqn. (8.73)

This constraint must be included in the variational problem that generates

(8.72) through the introduction of the Lagrange multiplier κ, which gives us

pMω2
n ` 2Mγ|ωn| ` Mω2

0qqn ´
3Mω2

0

2q0

8
ÿ

m“´8

qmqm´n “ κp´1qn.

(8.74)

This allows us to determine qn as a function of κ which in turn can be taken

to (8.73) to finally determine κ “ κpx, ωnq and, consequently, qn “ qnpx, ωnq.
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The action can also be written in terms of the Fourier amplitudes and

reads

Seff pznq “ h̄ω0βB0

«

8
ÿ

n“´8

pν2
n ` 2α|νn| ` 1qznz´n

´

8
ÿ

n“´8

8
ÿ

m“´8

zmzm´nzn

ff

, (8.75)

where νn “ ωn{ω0, zn “ qn{q0 and B0 “ Mω0q
2
0{2. It is a simple matter

to rewrite the equation of motion (8.72) in terms of these dimensionless

variables as

pν2
n ` 2α|νn| ` 1qzn ´

3

2

8
ÿ

m“´8

zmzm´n “ 0, (8.76)

whose variation allows us to write the eigenvalue equation Dβfn “ knfn as

pν2
n ` 2α|νn| ` 1qfn ´ 3

8
ÿ

m“´8

z
pcq
n´mfm “ knfn, (8.77)

where z
pcq
n is a solution of (8.76) (or the dimensionless version of (8.74)) and

kn is measured in units of h̄ω0βB0.

Although our problem looks much simpler in its present form, in general

we have to appeal to numerical methods in order to find the complete behav-

ior of the decay rate as a function of damping and temperature (Chang and

Chakravarty, 1984; Grabert et al., 1987; Waxman and Leggett, 1985), which

allows us to draw very general conclusions about the semi-classical approach

for the decay rate. However, there are few situations where analytical so-

lutions are available and these can help us draw those general conclusions

without recourse to numerical methods. Therefore, let us briefly highlight

them in what follows (Ankerhold, 2007).

The low temperature regime. The first analytical results available are in the

very low temperature domain either for very weak or very strong damping.

We have already obtained the zero temperature results in these two latter

limits in (8.23, 8.24, 8.33, and 8.43). What we have to do now is consider the

solution of the equation of motion (8.67) for very large β as approximately

the zero temperature bounce (8.5)((8.32)) for the very weakly (strongly)

damped case and write the action at finite tempertures as the zero temper-

ature action minus 2
8
ş

h̄β{2

Leff pqcpτq, 9qcpτqq dτ , to adjust it to a finite but

still very large imaginary time interval. Leff pqcpτq, 9qcpτqq is the integrand of
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(8.66). The small correction we have just mentioned gives rise to an asymp-

totic expansion in β´1 whose leading corrections are shown below in the

final expression of the decay rate.

Writing it in the form Γβ “ Aβ exp´Bβ{h̄ we find that for very low

damping

Bβ « B ´
5B0

2π

ˆ

2π

h̄ω0β

˙2

“ B ´ 10πB0

ˆ

kBT

h̄ω0

˙2

, (8.78)

where B already contains the first-order correction due to α as in (8.23) and

B0 is the undamped action of the bounce. Notice that to lowest order in α

and T (or β´1) the corrections are independent of each other. A combined

contribution only shows up to order αT 4.

For high damping we have

Bβ « B ´
4πB

3

ˆ

2α

h̄ω0β

˙2

, (8.79)

where now, B is given by (8.33). Notice that in this case the correction to

lowest order in temperature is also α dependent.

Therefore, we conclude that for both weakly as well as strongly damped

cases, the lowest order corrections to the decay rate due to finite temperature

effects behave as apαqT 2 where apαq is always negative and independent of

(strongly dependent on) α for very weakly (strongly) damped systems. This

means that as the temperature is raised, the tendency of the system to

occupy higher energy states within the metastable well clearly increases the

decay rate as these states see lower and narrower energy barriers. Note that

for low temperature corrections we have ignored its influence coming from

the prefactor Aβ and this is because, as we have seen before, the exponential

contribution strongly dominates the behavior of the decay rate even for

T “ 0. Another important remark about these results is that the T 2-law is

dependent on the sort of damping the system is subject to. In other words,

it depends on the low frequency behavior of the spectral function Jpωq as in

(5.30). In general, the temperature dependence of the decay rate is asT
s`1.

High temperature regime. Now, for high temperatures (or small β) the main

contributions to the path integral in the partition function come from the

stationary points of the action (8.75) at qpτq “ 0 and qpτq “ qb, about

which we expand the fluctuations, respectively, as xpτq “
ř

n
Xn exp´iωnτ
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and ypτq “ qb `
ř

n
Yn exp´iωnτ . The action about each one of these read

SpXnq “
Mh̄β

2

8
ÿ

n“´8

Λp0qn XnX´n, (8.80)

and

SpYnq “ h̄βV0 `
Mh̄β

2

8
ÿ

n“´8

Λpbqn YnY´n, (8.81)

whose second functional derivative eigenvalues are Λ
p0q
n “ ω2

n ` ω
2
0 ` 2|ωn|γ

and Λ
pbq
n “ ω2

n ´ ω
2
b ` 2|ωn|γ.

For times h̄β Ñ 0, similarly to what happened in the undamped case,

there is a crossover temperature, TR ” h̄ωR{2πkB, above which the zero

eigenvalue at qpτq “ qb disappears. The value of ωR is then determined in

such a way that this condition is met, which means that it is the largest

positive root of

Λ
pbq
R “ ω2

R ´ ω
2
b ` 2ωRγ “ 0. (8.82)

It is a simple matter to show that when γ ! ωb , TR “ T0 “ h̄ωb{2πkB,

whereas it is given by TR “ h̄ω2
b {4πγkB ! T0 if γ " ωb.

Now, evaluating (8.56) with the help of (8.80, 8.81) and employing the

high temperature form in (8.57), it can be shown (Ankerhold, 2007) that

Γ “
ω0

2π

ωR
ωb
fq exp´βV0, (8.83)

where

fq “
8
ź

n“1

ω2
n ` ω

2
0 ` 2γ|ωn|

ω2
n ´ ω

2
b ` 2γ|ωn|

. (8.84)

Expression (8.83) has been analyzed in (Ankerhold, 2007). It is shown

that for very weakly damped systems at temperatures such that h̄ω0β ! 1

we have

fq « exp

„

h̄2β2

24
pω2

0 ` ω
2
b q



, (8.85)

which represents a quantum mechanical correction to the classical Arrhenius

factor (8.60). It now reads

Γβ “
ω0

2π
exp´β

ˆ

V0 ´
h̄2β

24
pω2

0 ` ω
2
b q

˙

, (8.86)
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meaning that the potential barrier is slightly reduced by quantum fluctua-

tions. On the contrary, for strongly overdamped systems (γ " ω0), although

we still have fq given by (8.85) if h̄γβ ! 1, the corrected exponential term

is multiplied by the prefactor Aclpβq given by (8.65).

Finally, for TR ! T ! h̄γ{kB, the resulting form of fq (see Ankerhold,

2007) yields

Γβ “
ω0ωb
4πγ

exp´β

ˆ

V0 ´
h̄pω2

0 ` ω
2
b q

4πγ
ln
h̄γβ

π

˙

, (8.87)

which shows that, in this temperature range, overdamped quantum fluctu-

ations reduce the potential barrier more efficiently, consequently enhancing

the decay rate.

Now that we have analyzed all possible situations we can draw general

conclusions about the problem of the decay rate of a damped particle out

of a metastable well.

Figure 8.3 presents a qualitative picture of our findings of the behavior

of the decay rate as a function of temperature for two different values of

damping. Initially we see that, for very low temperatures, quantum tunneling

is the dominant feature in the process of decay. Moreover, the tunneling rate

depends on the damping constant and is reduced for increasing dissipation.

At least this seems to be the case for most damped systems, in particular,

systems subject to ohmic dissipation which has been the example treated

explicitly in this chapter.

As we raise the temperature, the rate starts to increase. Even though

damping tends to reduce tunneling, the increase in temperature reduces

the action of bounce-like paths under the potential barrier, which tends to

increase the decay rate. As we have seen, this reduces the action by a term

proportional to T 2 for ohmic damping, and the proportionality constant

increases with damping. This is clearly seen in Fig. 8.3 where the sensitivity

of the decay rate to temperature is much more evident in the stronger-

damped case.

As the temperature is increased further higher-order powers of T will come

into play, correcting the zero temperature action until the crossover temper-

ature TR is reached. Above it, thermal activation dominates the decay rate

which is seen by the straight line asymptote in Fig. 8.3 at high tempera-

tures. Notice that this crossover takes place at much lower temperatures for

highly damped systems as T
p1q
R ą T

p2q
R , although quantum corrections to the

classical decay formula are also much stronger in this case. In other words,

the crossover region is clearly broader for highly damped systems.

Experimental evidence of the validity of this theory can be found in
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(Clarke et al., 1988) where the probability of generation of a finite volt-

age state between the terminals of a current biased Josephson junction was

measured. They performed these measurements for currents lower than the

critical current at ultra-low temperatures (down to « 5mK). For these

values of the parameters we would expect the generation of finite voltages

through the junction only by quantum tunneling of the phase of the su-

perconducting wave function (quantum phase slippage). There is excellent

agreement with the theoretical predictions as far as the exponential contri-

bution to Γ is concerned. The contribution of the prefactor is still an open

question.

11)(ln −−Γ

TkBkBTR
(1)kBTR

(2)


B1

12 ηη >
2"

1"


B2

Figure 8.3 Escape rate as a function of temperature for two different values
of damping, η1 « 0 and η2.

8.2 Field theories

Having addressed the problem of the decay of a given configuration described

by a single dynamical variable (point particle) out of a metastable state, it is

now time to study the same situation when the physical system is described

by a continuous dynamical variable. This is indeed the case of many examples

we have given in our introductory chapters, such as nucleation and depinning

in magnetic and superconducting systems.

Although there are many different realistic situations one should deal

with, we will exemplify the relevant physics of quantum decay in field the-

ory through a specific model we believe contains the most important features
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of all those realistic situations we have mentioned in the introductory chap-

ters. We concentrate on the so-called “double sine-Gordon” model (Furuya

and Caldeira, 1989), which appeared naturally in the homogeneous nucle-

ation problem in magnetic systems (see section 2.3.2). Besides containing

all the ingredients we need, this potential is bounded below and much more

suitable for the analytical continuation procedure we often need in this kind

of problem.

The double sine-Gordon equation is given by

1

c2

B2ϕ

Bt2
´∇2

Dϕ` g sin 2ϕ` λ sinϕ “ 0, (8.88)

where g ą 0, ϕ “ ϕpr, tq, r P RD, and ∇2
D is a D-dimensional Laplacian.

Notice that this equation is the generalization of (2.76) for a scalar dynamical

variable in D-dimensional space subject to the potential energy density

Upϕq “ g sin2 ϕ` λp1´ cosϕq. (8.89)

Therefore, the previous analyses of sections (2.3.1 and 2.3.2) apply here also

for the appropriate values of λ. Metastability takes place when λc ” ´2g ă

λ ă 0 as can be seen from Figs. 2.5, 2.6 and 2.7. Once again we want to

emphasize that although we are concentrating on the double sine-Gordon

potential, our subsequent results can easily be reproduced for the asym-

metric ϕ4 model, the quadratic-plus-cubic potential energy density or any

other model presenting metastable configurations due to the modification of

control parameters.

8.2.1 The undamped zero temperature case

In order to extend our previous results for the point particle to a continuum

model, we had best use the path integral formulation of the problem since

the resulting expressions (8.2) and (8.19) for the undamped and damped

particles, respectively, have a very direct generalization to field theory.

Let us start with the undamped case. Instead of going, for example,

through the details of the evaluation of the partition function (8.48) for

a field theoretical model

Zpβq “ Tr exp´βH “

ż

Dϕ̄pr1q
ϕ̄pr1q
ż

ϕ̄pr1q

Dϕpr1, τ 1q exp´
SErϕpr

1, τ 1qs

h̄
,

(8.90)
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where ϕ̄pr1q is an arbitrary field configuration and

SErϕpr
1, τ 1qs “ ϕ2

0

`h̄β{2
ż

´h̄β{2

ż

VD

dτ 1 dDx

#

1

2c2

ˆ

Bϕ

Bτ

˙2

`
1

2
|∇Dϕ|

2 ` Upϕq

+

,

(8.91)

when h̄β Ñ 8, we rely on the direct extension of the resulting expression

(8.2) for our present model. In the expression above, ϕ0 is a parameter such

that
„

ϕ2
0

c



rLsD´1
“ rh̄s , (8.92)

and ϕ is a dimensionless field.

The extremal solution of the action (8.91) with appropriate boundary

conditions (the bounce) together with the stability analysis of its second

functional derivative at that configuration is still very similar to the single

variable case (see below). Apart from the obvious increase in complexity due

to the change in the dimensionality of the problem, one simple modification

must be stressed here. Likewise the zero dimensional (D “ 0) point particle

problem, the double sine-Gordon equation is still time translation invariant.

Moreover, it can easily be observed that it is also invariant by the transla-

tion of the origin of coordinates. Therefore, when evaluating the partition

function path integral, on top of the multiplicative factor proportional to

the imaginary time interval h̄β Ñ 8 coming from the integration of the

“zero mode”, another term appears proportional to the D-dimensional hy-

pervolume, VD Ñ 8, due to the D-dimensional position integration of the

Lagrangian density. Consequently, what is evaluated in the generalization of

(8.2) is

Γ0

VD
“ A0 exp´

B0

h̄
, (8.93)

or the decay rate per unit of the D-dimensional hypervolume.

In (8.93) we have B0 “ SErϕcs where the potential energy density in (8.91)

is given by Upϕcq “ g sin2 ϕc´|λ|p1´cosϕcq because we are already assuming

that λ ă 0. In other words, ϕ “ 2nπ are now metastable configurations. The

bounce ϕcpr, τq is a solution of δSE{δϕ “ 0 with “spherical” symmetry and

then obeys

d2ϕ

dρ2
`
D

ρ

dϕ

dρ
´ g sin 2ϕ´ |λ| sinϕ “ 0, (8.94)
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where ρ “
?
c2τ2 ` r2 and the boundary conditions are

ϕcpρ “ 8q “ 0 and
dϕc
dρ

ˇ

ˇ

ˇ

ˇ

ρ“0

“ 0. (8.95)

Using this particular symmetry of the bounce one can write its action as

B0 “
ϕ2

0

c

`8
ż

´8

c dτ

8
ż

0

rD´1 dr

2π
ż

0

dθ1

π
ż

0

dθ2...

π
ż

0

dθD´1 sinD´2 θD´1... sin θ2

ˆ

#

1

2c2

ˆ

Bϕc
Bτ

˙2

`
1

2
|∇Dϕc|

2 ` Upϕcq

+

, (8.96)

which after the evaluation of the angular integrations can be written as

B0 “
ϕ2

0

c
NpDq

8
ż

0

dρ ρD

#

1

2

ˆ

Bϕc
Bρ

˙2

` g sin2 ϕc ´ |λ|p1´ cosϕcq

+

,

(8.97)

where NpDq “ 2πpD`1q{2{ΓppD` 1q{2q is a numerical factor which depends

on the dimensionality of our system. Γp˚q above is the well-known Gamma

function. Notice that the expression (8.96) is only defined for D ě 2. When

D “ 1 it is still valid with no angular integration and replacing the spatial

integration
8
ż

0

dr Ñ

8
ż

´8

dx.

For D “ 0 (point particle) only the time integration remains.

As we have mentioned above, the stability analysis of the second functional

derivative of the action still follows closely what we have done for the point

particle case, which leads us to the field theoretical prefactor

A0 “

ˆ

B0

2πh̄

˙pD`1q{2

c

g

f

f

e

detp´∇2
pD`1q ` U

2p0qq

det1p´∇2
pD`1q ` U

2pϕcqq
, (8.98)

where the exponent pD`1q{2 results from the omission of D`1 translation

invariant modes from the denominator of the ratio of determinats and each

contributes to the prefactor with a multiplicative factor B0{2πh̄ (Callan and

Coleman, 1977).

The classical instability of Upϕq takes place when the metastable con-

figurations at 2nπ become maxima of the potential energy density, which
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happens when λ “ ´2g. Therefore, in order to observe quantum tunneling

within a reasonable time interval, we should work close to this instability

which provides us with small energy barriers. Let us then define the param-

eter ε such that |λ| ” 2gp1 ´ εq, which measures how far we are from the

classical instability. In terms of the latter, the potential energy density Upϕq

reads

Upϕq “ ´4g sin4 ϕ

2
` 4gε sin2 ϕ

2
. (8.99)

Now, expressing the field ϕ in terms of a dimensionless variable x ”
?

2gρ,

we can rewrite the action B as

B “
NpDqϕ2

0

p2gqpD´1q{2c

8
ż

0

dxxD

#

1

2

ˆ

Bϕc
Bx

˙2

´ 2 sin4 ϕc
2
` 2ε sin2 ϕc

2

+

(8.100)

and the equation of motion (8.94) as

d2ϕc
dx2

`
D

x

dϕc
dx

“ sinϕcpcosϕc ´ 1q ` ε sinϕc, (8.101)

with boundary conditions ϕcpx “ 8q “ 0 and dϕc{dx|x“0 “ 0. Integrating

(8.100) by parts and using (8.101) we end up with

B “ PDIDpεq where PD “
2NpDqϕ2

0

p2gqpD´1q{2c
and

IDpεq “
1

2

8
ż

0

dxxD
!

2ϕc sin3 ϕc
2

cos
ϕc
2
´ 2 sin4 ϕc

2

` ε
´

2 sin2 ϕc
2
´
ϕc
2

sinϕc

¯)

. (8.102)

In order to evaluate the bounce action (8.102) we need to find the bounce

itself by solving (8.101). The solution of the latter is only available by nu-

merical methods, but its qualitative behavior can easily be analyzed from

a mechanical analogue. As we can see, (8.101) is an equation of motion of

a particle of coordinate ϕc subject to the potential ´Upϕcq (see Fig. 8.4)

and a viscous damping inversely proportional to the “time” parameter x.

A solution obeying the appropriate boundary conditions is obtained when

we find an initial position ϕ̄ from which the particle is released at rest at

“time” x “ 0 and reaches ϕ “ 0 when x Ñ 8. Notice this choice is unique

since for ϕp0q ă ϕ̄ the particle ends up at the nearest minimum of ´Upϕq

whereas for ϕp0q ą ϕ̄ it overshoots. Therefore, sweeping different values of

ϕp0q enables us to identify the desired value ϕ̄.
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Figure 8.4 Inverted potential.

We think this is a suitable place to make the connection between the

purely mathematical bounce solution in imaginary time with the physical

droplet profile we showed in Fig. 2.10. As a matter of fact, the bounce is

exactly the solution we drew in the latter figure if we define ρ ”
?
c2τ2 ` r2.

Now, making a Wick rotation, which means replacing τ Ñ it, we easily see

that an expanding droplet ϕp
?
´c2t2 ` r2q is found. Physically, this means

that at t “ τ “ 0 a deformation of the metastable configuration in a form of

a droplet is materialized in real space an afterwards it expands leaving the

whole system excited about a more stable configuration. The relaxation to

the stable configuration requires the presence of dissipation which we have

not yet introduced in this example.

After having obtained the bounce solution it can be taken to (8.102), from

which we finally get the bounce action Bpεq. The numerical evaluation of

the latter was performed in (Furuya and Caldeira, 1989) for D “ 1, 2, and 3.

Here, one should note that although we have computed the action of the

bounce for any 0 ă ε ă 1, the limit εÑ 0 cannot be taken at will. We must

always keep in mind that due to the approximation we have been using,

namely the WKB approximation, we need parameters c, g, andϕ0 such that

Bpεqh̄´1 Á 1. For values of ε below which this relation is not obeyed our

approximation is no longer reliable.

An interesting feature of the dependence of the bounce action with the

parameter ε is that it can be obtained analytically, at least for low dimensions
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(D “ 1 or 2), from an approximate form of the potential energy density.

Expanding Upϕq about ϕ “ 0 up to quartic terms in ϕ we have

Upϕq « 2gε
ϕ2

2
´ 2g

ϕ4

8
´ 2gε

ϕ4

24
, (8.103)

which, in terms of a dimensionless variable x̃ ”
?
εx and a dimensionless

field ypx̃q ” ϕpx̃q{
?

2ε simplifies to

Bpεq « PDε
p3´Dq{2ĨD with ĨD “

8
ż

0

dx̃ x̃D

#

1

2

ˆ

dyc
dx̃

˙2

`
y2
c

2
´
y4
c

4

+

,

(8.104)

where PD has been previously defined in (8.102) and ycpx̃q is a solution of

d2yc
dx̃2

`
D

x̃

dyc
dx̃

“ yc ´ y
3
c , (8.105)

which can be solved as (8.101). Integrating ĨD above by parts and using

(8.105) one has

ĨD “

8
ż

0

dx̃ x̃D
y4
c

4
. (8.106)

which likewise (8.105) is independent of ε.

So, as it can easily be seen, the ε dependence has been scaled out com-

pletely from (8.102) and it turns out that it matches exactly the behavior

of the numerical solutions for Bpεq obtained with the exact form of Upϕq

when ε Ñ 0 for D “ 1 and 2 (see Furuya and Caldeira, 1989). Actually, it

has been shown explicitly in the latter reference that there is no solution of

(8.105) with the imposed boundary condition for D “ 3 and, consequently,

only the exact form of the potential energy density can account for the small

ε dependence in this case. Fortunately, most of the examples we have pre-

sented in the introductory chapters of the book involve only low dimensional

(D “ 1 or 2) dynamical variables which allows us to use the simple analytical

dependence on ε in (8.104) to treat the low barrier phenomena.

Now let us present a brief analysis of the prefactor A0. As we have seen

in previous sections, the evaluation of the ratio of determinants is not a

very simple task, even for the undamped point particle tunneling problem.

The complexity increases naturally with dimensionality as shown in (Langer,

1967) and (Callan and Coleman, 1977), which makes this evaluation a math-

ematical problem certainly beyond our aim in this book. Nevertheless, there

is some useful information we can get without solving the problem explicitly.
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For example, let us concentrate on D “ 1 or 2 from which we could extract

the analytical dependence on ε close to the classical instability.

The eigenvalue problems we have to deal with in order to compute the

ratio of determinants that come from the second variation of the action

(8.91) and are of the form

´
d2ψ

dρ2
´
D

ρ

dψ

dρ
`
kpDq
ρ2

ψ ` U2pϕcqψ “ EpDqψ (8.107)

where kp1q “ m2 with m “ 0,˘1,˘2, ..., kp2q “ `p``1q with ` “ 0, 1, ..., and

Ep1q “ Enm and Ep2q “ En` are the corresponding eigenvalues. Therefore,

writing the potential energy density in the approximate form (8.103) and

rescaling all variables to x̃ and ypx̃q, we have

´
d2ψ

dx̃2
´
D

x̃

dψ

dx̃
`
kpDq
x̃2

ψ ` U2pycqψ “
EpDq
2gε

, (8.108)

implying that all the eigenvalues we are interested in scale as 2gεẼD, where

the eigenvalues ẼD do not depend on ε. This means that the determinants

of the two Schrödinger-like operators involved in the evaluation of the pref-

actor contain an infinite product of terms of that sort and if not for the

omission of the zero eigenvalues from the ratio of determinants would be-

come independent of ε, at least when εÑ 0. However, remembering that we

have D` 1 translation modes which must be omitted from the denominator

of the ratio of determinants in (8.98), simple dimensional arguments (Callan

and Coleman, 1977) lead us to
g

f

f

e

detp´∇2
pD`1q ` 2gεq

det1p´∇2
pD`1q ` U

2pϕcqq
“ p2gεqpD`1q{2RD, (8.109)

where RD is the ratio of the determinants of operators of the form (8.108)

with “potentials” U2p0q and U2pycq and, consequently, independent of ε.

Putting all our findings together in (8.98) and (8.93) we finally have

Γ

VD
«

ˆ

gεBpεq

πh̄

˙pD`1q{2

cRD exp´
Bpεq

h̄
, (8.110)

where Bpεq is given by (8.104). So, at least for D “ 1 or 2, we have been

able to compute analytically the dependence of Γ{VD on ε.

Note that in order to write the final expression (8.110) we have assumed

that there is only one negative eigenvalue of the Schrödinger-like operator in

(8.107). Although this seems a very plausible assumption, it has only been

proved (at least for D “ 3) in the limit ε Ñ 1 (Callan and Coleman, 1977)



8.2 Field theories 217

which is exactly the opposite to the one we have been exploring here (see the

thin wall approximation below). If it happens that other negative egenvalue

exists the whole procedure for computing the decay rate must be modified.

Another important remark about the approach to the classical instabil-

ity, apart from that referring to the validity of the WKB approximation,

has to do with zero point energy fluctuations about a metastable configu-

ration. To simplify matters, let us consider a point particle in a metastable

potential energy minimum. The idea is that even if we rely on the WKB

approximation for energy barriers not so high, it does not make sense to

reach values of ε such that U0pεq « h̄ω0. If we reduce its value further, the

treatment we have dealt with here is no longer applicable since zero point

energy fluctuations will be large enough to drive the system unstable. The

extension of this reasoning to field theoretical cases involves the evaluation

of effective potentials through the so-called one-loop approximation, which

is quite well-known to field theorists and certainly beyond the scope of this

book. The application of these ideas to the double sine-Gordon system was

done in (Furuya and Caldeira, 1989) for D “ 1 and 2.

Thin wall approximation. Although quantum mechanical tunneling is much

more likely to take place close to the classical instability due to the presence

of small potential barriers we will now present, for the sake of completeness,

the thin wall approximation (TWA) which is actually suitable for the other

extreme situation when the parameter λ in (8.89) is very small. In other

words, the different minima of Upϕq respectively at ϕ “ 2nπ and p2n` 1qπ,

are almost degenerate. Despite tunneling is very unlikely in this situation,

unless the barriers Upϕ « p2n ` 1qπ{2q Á h̄ω0 (a very weakly corrugated

potential which, however, is not appropriate for the WKB approximation),

the importance of the TWA is twofold. Firstly, it provides us with an ap-

proximate analytical solution to the tunneling problem in general contin-

uum models and secondly, it might be the appropriate way to deal with

the important false vacuum problem in quantum field theory and cosmology

(Frampton, 1976; Stone, 1976; Coleman, 1977; Callan and Coleman, 1977;

Guth, 1981).

The main difference between this present case and the one we have treated

previously is the way we approximate the solution of (8.94) when λ “ ´|λ| Ñ

0. Now, the initial field configuration ϕ̄ of Fig. 8.4 lies very close to one of the

maxima of ´Upϕq at ϕ “ ˘2π which are almost degenerate to the maximum

at ϕ “ 0. If we appeal to the interpretation of (8.94) as an equation of

motion of a particle with coordinate ϕ at time ρ, it is evident that this
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fictitious motion presents a damping term 4 inversely proportional to time.

As we are assuming that ϕ “ 0 and ϕ “ ˘π are almost degenerate, the

fictitious particle must stay at ϕ̄ « π (we have chosen the plus sign only

for convevience) for as long as it is necessary to neglect the “dissipative”

term in (8.94) (see Coleman, 1977). After this very long time, say ρ « R,

the particle leaves ϕ̄ and moves swiftly to ϕ “ 0 where it remains to satisfy

the boundary condition ϕp8q “ 0. Therefore, it is a reasonable hypothesis

to assume that ϕpρq has the form of the soliton solution (2.51) as a function

of ρ. Moreover, this soliton is centered at the “instant” R, about which the

quick excursion to the maximum at ϕ “ 0 takes place. In other words, it

behaves as the solution drawn in Fig. 2.11 as a function of ρ “
?
c2τ2 ` r2,

or ϕcpρ ´ Rq. The actual solution in real time is easily obtained by the

analytic continuation through the replacement τ Ñ it.

Physically this means that at t “ 0 a very large droplet with ϕ “ π

and radius R nucleates by quantum mechanical tunneling and subsequently

expands as a function of time as ϕcp
?
r2 ´ c2t2´Rq, which implies that the

radius of the droplet obeys r2
pptq “ R2 ` c2t2.

It still remains to evaluate the tunneling rate per unit “volume”. This

can easily be accomplished if we take into account that since ϕcpρ´Rq has

a functional form approximatelly equal to the soliton-like solution (2.51)

centered at ρ « R " ζ ” p2gq´1{2, instead of solving (8.101) we can assume

that its solution is given by ϕcpρ ´ Rq and consider R as a variational

parameter. The latter can therefore be determined if we insert the functional

form of ϕcpρ´Rq into (8.100) resulting in SEpRq, from which we obtain the

bounce action as

B “ SEpRcq where
dSEpRq

dR

ˇ

ˇ

ˇ

ˇ

R“Rc

“ 0. (8.111)

Proceeding with the replacement we have just mentioned, we write

SEpRq “
ϕ2

0

c
NpDq

8
ż

0

dρ ρD

#

1

2

ˆ

Bϕc
Bρ

˙2

` g sin2 ϕc ´ |λ|p1´ cosϕcq

+

« ´
2ϕ2

0

pD ` 1qc
|λ|NpDqRD`1 `

ϕ2
0

2c
NpDqS1R

D, (8.112)

4 Notice that this term represents only a formal damping and has nothing to do with the
dynamical variable relaxation.
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where we have used the fact that

ϕcpρ´Rq “

$

&

%

π if ρ ă R

0 if ρ ą R

(8.113)

with a fast variation within ζ “ p2gq´1{2 about ρ « R. Therefore, we have

the first term above resulting from the integration of a constant function

within a hypervolume in D dimensions and the second one due to the con-

tribution of a very thin hyperspherical wall of thickness ζ where we define

S1 ”

8
ż

0

dρ

ˆ

Bϕc
Bρ

˙2

(8.114)

which must clearly be proportional to ζ´1.

The value Rc which extremizes SEpRq is such that

dSEpRq

dR

ˇ

ˇ

ˇ

ˇ

R“Rc

“ 0 ñ Rc “
DS

pDq
1

4|λ|
and B “

ÑpDqϕ2
0

c

SD`1
1

|λ|D
,

(8.115)

where ÑpDq ” 2NpDqDD{rpD ` 1q4D`1s.

From (8.115) we see that Rc andB Ñ 8 as |λ| Ñ 0 which means that

tunneling cannot take place through the formation of a finite size droplet.

The only way it can happen is if the whole system collectively tunnels from

one configuration to other, which would involve a tunneling probability pro-

portional to exp´LD where L is the typical linear size of the system. This

means that in the thermodynamic limit, it vanishes. A simple energetic ar-

gument can be used to understand what happens in this case. When the

two configurations are almost degenerate, the volumetric energy reduction

by the formation of the droplet can only compensate the positive distortion

energy stored within the droplet wall when its size grows very large. In the

case of perfect degeneracy, any droplet formed (in the thermodynamic limit)

will shrink, no matter what its size is.

To conclude this section let us briefly say a few words about the prefactor

evaluation in this limit. It is not hard to convince ourselves that the strat-

egy developed previously can be extended straightforwardly to the present

case by repeating the same steps taken before when we worked in the limit

λÑ 0 (or εÑ 1). Actually, it is even easier in the TWA because we now have

the analytic form of the bounce ϕcpρq, which allows us to evaluate the ex-

plicit form of the “potential energy” U2pϕcq of the Schrödinger-like equation

p´∇2
pD`1q`U

2pϕcqq. Moreover, as we have mentioned earlier in this section,
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it is in this limit that one can prove (Callan and Coleman, 1977) that there

is only one negative eigenvalue of the latter equation which guarantees the

validity of that approach to the determination of the prefactor.

8.2.2 The damped case at finite temperatures

Having developed the strategy to deal with a damped point particle tun-

neling out of a metastable state at finite temperatures and the undamped

zero-temperature field theoretical decay of the false vacuum in Sections 8.1.2

and 8.2.1, respectively, we can generalize the latter to include, at the same

time, damping and finite temperature effects by two alternative ways. Both

of them make use of the extension of (8.91) to

Seff rϕpr
1, τ 1qs “ ϕ2

0

`h̄β{2
ż

´h̄β{2

dτ 1
ż

VD

dDx

#

1

2c2

ˆ

Bϕ

Bτ

˙2

`
|∇Dϕ|

2

2
` Upϕq

+

`
2γπ

4h̄2β2

ϕ2
0

c2

ż

VD

dDx

h̄β{2
ż

´h̄β{2

dτ2
h̄β{2
ż

´h̄β{2

dτ 1
tϕpx, τ 1q ´ ϕpx, τ2qu2

sin2 pπpτ 1 ´ τ2q{h̄βq
, (8.116)

which is the field theoretical equivalent of (8.66) with x “ px1, ..., xDq. Notice

that (8.116) has been obtained from the latter by replacing qpτq Ñ ϕpx, τq,

M and V pqq by their respective densities in D dimensions, introducing an

elastic term proportional to ∇Dϕ and finally integrating over dDx. One

should also be warned that new dimensional variables (for example, ϕ0 and

c) should be defined in terms of the previous ones in order to bring (8.66)

to its new form.

From expression (8.116) we can obtain, as usual, the periodic bounce as

the solution of

δSeff
δϕ

ˇ

ˇ

ˇ

ˇ

ˇ

ϕc

“
1

c2

B2ϕc
Bτ2

`∇2
Dϕc ´

BU

Bϕc

´
2γπ

h̄2β2c2

h̄β{2
ż

´h̄β{2

dτ2
rϕcpx, τ

1q ´ ϕcpx, τ
2qs

sin2 pπpτ 1 ´ τ2q{h̄βq
“ 0, (8.117)

with boundary conditions, ϕcpx, h̄β{2q “ ϕcpx,´h̄β{2q, whereas its stability

can be studied by the eigenvalue problem

D̂βϕpx, τ
1q “ ´

1

c2

B2ϕpx, τ 1q

Bτ 12
´∇2

Dϕpx, τ
1q ` U2pϕcqϕpx, τ

1q
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` Ôβϕpx, τ
1q “ kqpτ 1q, (8.118)

where the differential operator Ôβ acting on ϕpx, τ 1q now reads

Ôβϕpx, τ
1q “

2γπ

h̄2β2c2

h̄β{2
ż

´h̄β{2

dτ2
rϕpx, τ 1q ´ ϕpx, τ2qs

sin2 pπpτ 1 ´ τ2q{h̄βq
. (8.119)

In the first method we have just mentioned above, one can create an

ansatz for the functional form of the solution of (8.117) and allow for the

existence of one or more free (variational) parameters that can be deter-

mined through the extremization of the resulting action exactly as we have

done in the zero-temperature TWA (Hida and Eckern, 1984). Notice that

even for the latter case, our bounce solution is no longer “spherically” sym-

metric in D ` 1 dimensions because the non-local term resulting from the

existence of relaxation processes prevents it from being so. This method is

also appropriate if one wishes to compute perturbatively finite-temperature

and damping contributions to the undamped zero-temperature solution.

The second method is a direct extension of the approach described in

(8.75)-(8.77) to a field variable ϕpx, τq (Smith et al., 1996, 1997). Taking

the Fourier transform of the latter for the Matsubara frequencies, we end

up with

Seff pϕnpxqq “ h̄ω0βB0

ż

VD

dDx
8
ÿ

n“´8

„

pν2
n ` 2α|νn|qϕnpxqϕ´npxq

` ∇Dϕnpxq ¨∇Dϕ´npxq ´ rUpϕpx, τqqsn



, (8.120)

where x is now a dimensionless coordinate. In the expression above we have

introduced a characteristic frequency and action of the system as ω0 and B0,

respectively, and rUpϕpx, τqqsn is the nth Fourier component of the potential

energy density. α is, as usual, the dimensionless damping γ{ω0.

From (8.120) we can immediately find the field theoretical extensions of

(8.76) and (8.77) which one must solve in order to find the desired decay rate.

Although some regimes can be treated by approximate analytical solutions,

the structure of the above equations in terms of Fourier components is very

suitable for the application of numerical methods to the problem.

At this point we must notice that all we have been doing in this section

is to adapt the machinery developed previously for dealing with tunneling

of a point particle with dissipation at finite temperatures to the decay of a

false vacuum in field theory. Apart from the technicalities inherent in this
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extension, the physics we have explored before is still present here. The

quantum nucleation rate of the critical droplet depends on damping and

temperature in a form very similar to that we have displayed in Fig. 8.3.

Actually, it is the evaluation of the form of the critical droplet which turns

out to be the main issue here.

As proceeding with this generalization will not add much to our knowledge

of dissipative tunneling and, on top of that, there are very few realistic

examples where dissipative quantum nucleation takes place (in particular

the homogeneous case), we shall leave the subject and embark on the more

important issue of coherent tunneling.



9

Dissipative coherent tunnelling

Another important problem that appeared when we studied the dynamics

of the flux in a SQUID ring was that of a Brownian particle in a quartic

(bistable) potential (see fig. 9.1),

V pqq “
Mω2

0q
2
0

32

«˜

q

q0{2

¸2

´ 1

ff2

. (9.1)

Actually this example is present in many areas of physics ranging from

chemical to high energy physics. In the absence of dissipation, the particle

tunnels coherently from one well to the other and this is the effect we want

to study when we switch on the interaction with the environment.

9.1 The spin-boson Hamiltonian

Let us start reviewing the quantum mechanical motion of a particle in the

bistable potential. Since the tunnelling rate between the two minima is finite

it splits the otherwise degenerate lowest energy states on each side of the

barrier. This splitting is usually exponentially smaller than the energy scale

h̄ω0 and then, under appropriate conditions (for example, low temperatures),

we can restrict ourselves to the two-dimensional Hilbert space formed by

these lowest energy states of the problem, the well-known even and odd

parity states

ψE “
1
?

2
pψR ` ψLq and ψO “

1
?

2
pψR ´ ψLq, (9.2)

where ψRpψLq corresponds to the approximate ground state in the right

(left) well. The splitting h̄∆0 “ EO ´ EE is proportional to xψR|H|ψLy “
xψL|H|ψRy and, within the WKB approximation, can be computed as (see
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� �
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q 0

V ( q )

q

� �
�

Figure 9.1 Bistable potential

appendix I and (Coleman, 1988))

∆0 “ A0 exp´
B0

h̄
where

A0 “ 2

˜

B0

2πMh̄

¸1{2ˇ
ˇ

ˇ

ˇ

ˇ

detp´MB2
t `Mω2

0q

det1p´MB2
t ` V

2pq
p0q
c qq

ˇ

ˇ

ˇ

ˇ

ˇ

1{2

, (9.3)

and B0 is now the Euclidean action of the instanton q
p0q
c pτq. The latter is

a solution of the imaginary time equation of motion (8.3) for the bistable

potential (9.1) and B0 is the action (8.4) evaluated at this solution.

Here, (8.3) is once again an equation of motion of a fictitious particle in a

potential ´V pqq (see fig. 9.2 below) which can be easily integrated with the

boundary condition q
p0q
c p´8q “ ´q0{2 and q

p0q
c p8q “ q0{2. Notice that we

are only addressing the T “ 0 case with these boundary conditions. This is

the instanton solution we mentioned above (Coleman, 1988).

The explicit form of this solution is

qp0qc pτq “
q0

2
tanh

ω0τ

2
, (9.4)



9.1 The spin-boson Hamiltonian 225

q 0

- V ( q )

q

Figure 9.2 Inverted bistable potential

and therefore,

B0 “

8
ż

´8

«

1

2
M 9qc

2 ` V pqcq

ff

dτ “
4V0

ω0
, (9.5)

where V0 is the height of the potential barrier, which can be trivially iden-

tified in (9.1) as

V0 “
Mω2

0q
2
0

32
. (9.6)

The next step is to compute the pre-factor A0 in (9.3) for which we refer

the reader to appendix D and (Coleman, 1988).

Now we generalize the procedure that led us to (9.3) to the damped case.

In order to truncate the Hamiltonian of the composite system we have to

evaluate its partition function restricted to a given region of the parameter
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space. This can be done by integrating (6.95) for x “ y “ q which yields

Zpβq “ const.

ż

dq

qph̄βq“q
ż

qp0q“q

Dqpτq exp´
Seff rqpτqs

h̄
, (9.7)

where Seff is given by (6.96) and (6.98) for the bistable potential. For the

undamped case (η “ 0) at very low temperatures (kBT ăă h̄ω0) we have

already seen that the path integral in (9.7) is finite. Moreover, the final result

of the integration can be shown to be

Z0pβq “ coshpβh̄∆0{2q, (9.8)

which is nothing but the partition function of a two state system with split-

ting ∆0 as discussed above.

Therefore, it is now our goal to perform the same calculation for the system

of interest when it is coupled to the Ohmic bath of oscillators. We hope the

resulting partition function enables us to map our initial Hamiltonian onto a

simpler one. The procedure has been worked out in great detail in (Leggett

et al., 1987) and we shall resume its main steps in what follows.

The first difficulty appears when we naively compute the path integral

(9.7) in the WKB approximation because the effective action of the instan-

ton solution is infrared divergent for the Ohmic spectral function (5.22).

This problem has its origin in the fact that the environmental oscillators

play quite a different role in the truncation process depending on their fre-

quencies.

In order to understand what we mean by that we should start defining

the characteristic frequency scales of the problem. Two obvious scales are

the attempt frequency at each minimum of the bistable potential, ω0, and

the “thermal frequency” , kBT {h̄. On the other hand, if the problem is to

be mapped onto a sort of effective two state system, we should expect a new

splitting frequency, ∆, which one would determine self-consistently. There

can also be a “ bias frequency” given by ε{h̄ which would originate from

the presence of an external forcing term which tilts the bistable potential

and consequently breaks the two site degeneracy energy. Although we will

not be interested in the latter, we shall sometimes mention its effects for the

sake of completeness.

The approximation used for the undamped system leads us to expect

that ∆, kBT {h̄, ε{h̄ ăă ω0 if the mapping onto a two state system is at all

possible. Moreover, since we have been applying the WKB approximation

to this problem, it is clear that one should take h̄ω0 ăă V0. Therefore, we

can separate the environmental oscillators in two classes; the fast ones, with
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frequencies ě ω0, which affect the tunnelling transition and renormalize ∆,

and the slow ones, with frequencies ď ∆, which detune the two wells in a

random fashion causing the destruction of the phase coherence of the motion.

Before we go on with this analysis, let us replace the attempt frequency ω0 by

a more general ωb by which we can represent not only the previous quantity

but also the slower frequency Mω2
0{η when we deal with very overdamped

situations. We shall also use ωb to denote the instanton width which is of

the order of one of the two above-mentioned frequencies in the appropriate

dissipative regime. Let us start remembering that the path integral in (9.7)

contains the effect of the whole lot of environmental oscillators. So, if we

want to carefully take them into account we should firstly split their spectral

function in the following way;

J0pωq “ Jpωq ` J 1pωq, (9.9)

where J0pωq is the previously defined spectral function (5.22) and

Jpωq ” J0pωq e
´ω{ωc

J 1pωq ” J0 pωqp1´ e
´ω{ωcq. (9.10)

We have introduced above a new frequency cutoff ωc which separates the

slow from the fast oscillators. By our preceding argument one should write

∆, kBT {h̄, ε{h̄ ăă ωc ăă ωb. Here we must warn the reader that this new

cutoff frequency has nothing to do with the one appearing in equation (5.22),

Ω. The latter refers to some characteristic frequency of the many-body en-

vironment where the original Brownian particle is immersed. It can be , for

instance, the Debye frequency for a phonon bath or the Fermi frequency

(εF {h̄) for a fermionic environment. Usually, this microscopic frequency is

much higher than ωb, although this must not be required for our present

purpose.

What we do next is perform the path integral (9.7) considering only the

effect of the fast oscillators or, in other words, write the effective action in

(9.7) as (6.96) with αpτ ´ τ 1q replaced by

α1pτ ´ τ 1q “
1

2π

8
ż

0

dω J 1pωqe´ω|τ´τ
1|. (9.11)

This integral yields

Zpβq “ coshpβh̄∆{2q, (9.12)

once again a partition function of a two state system whose level splitting is,
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within the so-called dilute-instanton approximation (Leggett et al., 1987),

given by

∆ ” 2A exp´S1eff rqcpτqs{h̄. (9.13)

S 1eff is obviously (6.96) evaluated with (9.11) and qc is the instanton solution

for the equation of motion resulting from this action. It should be emphasized

that within the above-mentioned approximation, we are considering a gas

of non-interacting instantons and, therefore, the inverse instanton width,

namely ωb, plays the role of a high frequency cutoff of our integrals.

It can be shown (Dorsey et al., 1986) that within the dilute-instanton

approximation and for Ohmic dissipation one has

∆ „ ∆0 exp

«

´
q2

0

2πh̄

ωb
ż

ωc

dω
J0pωq

ω2

ff

„ ∆0

˜

ωc
ωb

¸α

, (9.14)

where α ” ηq2
0{2πh̄ is a dimensionless damping constant. Later on we will

see that all the measurable quantities of the problem depend on a very

specific combination of parameters that cancels the dependence of ∆ on this

unphysical cutoff.

Now, having convinced ourselves that the high frequency sector of our

problem is really that of an effective two level system, we will describe its

Hilbert space, at least to zeroth order in ∆{ωc , as

Ψ˘pq, txjuq “
1
?

2
rΨRpq, txjuq ˘ΨLpq, txjuqs, (9.15)

where the set txju stands for the coordinates of those high frequency os-

cillators we have been considering in our calculations. The wave functions

ΨR and ΨL are then, to this same order, the wave functions of damped

harmonic oscillators centered at q0{2 and ´ q0{2, respectively. Finally, in

order to proceed to take the other oscillators into account all one has to

do is project the original Hamiltonian of a Brownian particle in a bistable

potential onto the subspace spanned by ΨR and ΨL.

This leads us to

H “ ´
1

2
h̄∆σx `

1

2
ε σz `

1

2
q0 σz

ÿ

k

Ck qk `
ÿ

k

p2
k

2mk
`
ÿ

k

1

2
mk ω

2
k q

2
k

(9.16)

which is known in the literature as the spin-boson Hamiltonian. In (9.16),
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h̄∆ is the previously introduced effective energy splitting of the two lowest

energy states in the presence of dissipation whereas ε represents the possible

external bias that may break the degeneracy of the two minima. Finally, we

should remember that the remaining oscillators of (9.16) are distributed in

accordance with the spectral function Jpωq defined in (9.10) which implies

that ωc is now the high frequency cutoff for the oscillator bath.

Although (9.16) has been obtained from the truncation of the Hamiltonian

of a damped particle in a quartic potential, we should emphasize here that

its form is actually general enough to describe the dynamics of non-isolated

truly two-level systems, such as, for example, a genuine spin coupled to a

heat bath. In this case ∆ and ε represent the bare external field components

along x̂ and ẑ, respectively, and ωc turns out to be the microscopic cutoff

Ω. In other words we can bypass the whole former discussion on truncation

and directly jump onto that particular model in order to furnish a semi-

phenomenological descripition for a given spin dynamics (see the discussion

on the Bloch equation below).

Another possible form of a spin Hamiltonian in a harmonic environment

is provided by

H “ ´
1

2
h̄∆σz `

1

2
ε σz `

1

2
q0 σz

ÿ

k

Ck qk `
ÿ

k

p2
k

2mk
`
ÿ

k

1

2
mk ω

2
k q

2
k,

(9.17)

where all we have done was replace σx by σz in (9.16). Notice that as

rσz,Hs “ 0 in (9.17), one has xσzptqy “ const., contrary to what happens

in the previous spin-boson model where rσz,Hs ‰ 0. Actually, as we will

shortly see, in the latter case xσzptqy relaxes with time and therefore (9.16)

is a kind of the so-called amplitude damping model. On the other hand,

(9.17) is a phase damping model since relaxation only takes place in xσxptqy

and xσyptqy with xσzptqy being preserved. Studying the time evolution of the

reduced density operator of the spin variable one can show that decoherence

takes place in both models; in the first case due to the full spin relaxation

to the final equilibrium configuration whereas, in the second, it is due to a

pure dephasing process taking place in its off-diagonal matrix elements.

9.2 The spin-boson dynamics

One can now think about the application of our previously developed real

time analysis (6.21) to describe the dynamics of this effective two-state sys-

tem coupled to the environment. However, there is still one problem regard-
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ing (9.16) that we would like to address beforehand and which becomes quite

evident from a simple equation of motion analysis of the problem.

9.2.1 Weak-damping limit

Applying the Heisenberg equation of motion for all the operators involved

in (9.16), taking their Laplace transforms and proceeding exactly as we have

done in section 5.1, one can after some approximations (see below) reproduce

a set of Bloch equations (see (2.61)) for the average “spin” coordinates

Si “ h̄xσiy{2 which read, for the paricular case ε “ 0,

dSx
dt

“ ´
Sx ´ S

peqq
x

T1
, (9.18)

dSy
dt

“ ∆Sz ´
Sy
T2
, (9.19)

dSz
dt

“ ´∆Sy. (9.20)

In these expressions S
peqq
x “ h̄ tanhph̄β∆q{2 is the equilibrium value of the

Sx spin component and

1

T1
“

1

T2
“
q2

0

2h̄
Jp∆q coth

βh̄∆

2
, (9.21)

are frequencies playing the same role as the inverse longitudinal and trans-

verse relaxation times already introduced in (2.61).

However, in order to reach these equations, we have;

i) assumed that the coupling between the two-level system and the environ-

ment is very weak and can be treated perturbatively, and

ii) ignored some terms which result from the interaction of the fictitious spin

with high-frequency oscillators (ωk ą ∆) (see, for example, Harris and Sil-

bey, 1983; Waxman, 1985) which is exactly the issue we will treat next but

not before elaborating a bit further on the set of phenomenological Bloch

equations obtained above.

As one should have already noticed, the Bloch equations (9.18-9.20) rep-

resent the dynamics of a non-isolated spin coupled an external field B “

´∆σxx̂` εσzẑ, which is exactly the situation found in magnetic resonance

experiments where, conventionally, the x and y directions are interchanged

as in (2.61). Here, the constant field component points along x̂ whereas the

pumping (or transverse) field is nothing but εptqσzẑ. When ε ‰ εptq this field

component only breaks the degeneracy of the eigenstates | Òy and | Óy of σz.
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The longitudinal and transverse relaxation times, T1 and T2, respectively,

usually have quite distinct origins. In genuine magnetic resonance experi-

ments, for example, they can be explained exactly by the same arguments

employed just below (2.61), namely the process of inelastic scattering (and

also spontaneous emission or absortion) of phonons by the magnetic par-

ticle in the case of T1, and the random precession of the spin about the

constant external field in the case of T2. The latter effect clearly induces a

relaxation bahaviour on the y and z components of the spin without any

energy exchange between it and its reservoir. Therefore, one sees that Sxptq

relaxes to its equilibrium value S
peqq
x within T1 independently of Syptq or

Szptq which, on the other hand, relax to zero according to T2. Moreover, as

we have already mentioned, depending on the specific system with which

one is dealing, the relation between the relaxation times may vary from

T1 Á T2 to T1 " T2. In other words, the dephasing process that leads to

Syptq andSzptq Ñ 0 might occur much faster than the relaxation of Sxptq to

equilibrium.

Now that we have analyzed the equations of motion for the spin compo-

nents from a magnetic resonance point of view, let us return to our specific

application. Since the variable which is physically relevant to our truncated

spin-boson problem is actually xσzy, we should follow the time evolution of

P ptq ” Szptq which results from iterating the y and z components in (9.19,

9.20) and reads

d2P

dt2
`

1

T2

dP

dt
`∆2P “ 0, (9.22)

which is the equation of a damped harmonic oscillator. This means that

the coherent tunnelling of a damped particle between the two degenerate

states ψR and ψL of a bistable potential exponentially vanishes within a

time interval 2T2 after which the final state of the system becomes a totally

incoherent mixture of those two states. It is worth stressing here that in the

spin-boson model both T1 and T2 have the same origin.

The point we want to focus on now is the role played by the high frequency

oscillators we have neglected above in the dynamics of our fictitious spin.

Moreover, in so doing we will at the same time show how the remaining

dependence of ∆ on the cutoff ωc disappears. As we argued before, if (9.16)

is to be reliable as describing the dynamics of the Brownian particle at very

low temperatures, this sort of dependence must be cancelled. The way to

achieve this is by the implementation of the adiabatic renormalization which

we explain below.
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9.2.2 Adiabatic renormalization

In its new form, (9.16) has most of its oscillators with frequencies much

higher than the splitting frequency ∆ and these can be adiabatically elimi-

nated from our problem. In order to do this we compute the effective splitting

evaluating the overlap of the two states of the composite system correspond-

ing to the particle and fast oscillators at q0{2 with the same kind of state at

´q0{2. These respectively read

|Ψ
p0q
` y “ |`y

ź

k

|gk`y and |Ψ
p0q
´ y “ |´y

ź

k

|gk´y (9.23)

where |˘y denote the eigenstates corresponding to the eigenvalues σz “ ˘1

and |gk˘y denote the ground state of the kth fast oscillator displaced to

˘q0{2. We can write them explicitly as

|gk˘y “ exp
´

˘
1

2
iΩ̂k

¯

|0yk where Ω̂k ”
q0Ck
h̄mkω

2
k

p̂k (9.24)

and |0yk is the ground state of the kth oscillator centered at the origin.

Now we can easily evaluate the overlap between the states in (9.23) as

∆1pωlq “ ∆
ź

k

xgk`|gk´y, (9.25)

where we have introduced a low frequency cutoff ωl meaning that only os-

cillators with frequencies higher than this one will enter the computation of

the overlap. In other words, we have chosen only those oscillators that adjust

adiabatically to the slow oscillation of the particle to evaluate the effective

splitting. Computing the overlap xgk`|gk´y and using the definition of Jpωq

in (9.10) one gets

∆1pωlq “ ∆ exp´

8
ż

ωl

q2
0

2πh̄

Jpωq

ω2
dω. (9.26)

For Ohmic dissipation, it can be shown (see (Leggett et al., 1987)) that

(9.26) can be solved self-consistently for ∆1 by choosing ωl “ p∆1, where

p ąą 1, which gives us

∆r “

#

∆ p∆{ωcq
α

p1´αq if α ă 1

0 if α ě 1,
(9.27)

where α is the dimensionless damping constant defined below eq.(9.14). It

should be noticed that within this specific combination and because of (9.14)
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the dependence on the cutoff frequency ωc disappears from the renormal-

ized splitting ∆r. Therefore, we should expect that all our future results

on the dynamics of this system must be expressible solely in terms of this

parameter.

9.2.3 Path integral approach

Once this issue has been settled, we can now study the dynamics of our two

state system in an oscillator bath. In order to accomplish that we will adopt

the same procedure to describe the time evolution of the reduced density

operator of a system in a bath as we have done before. Suppose we have the

two sate system, or, for short, the “spin”, held at the state |`y (or q0{2) and

the environment in the state of equilibrium in the absence of the interaction

with the spin. Then, at t0 ă 0 we allow them to interact, still holding the

spin at |`y, and compute P ptq ” xσzptqy after relaxing this condition at

t “ 0. It has been thoroughly argued in (Leggett et al., 1987) that this

quantity can be evaluated with the same initial condition we used in section

III (see also our arguments in that section).

Then, using that x1 “ y1 “ xi in (4.61) we can write the reduced density

operator at x “ y “ xf as

ρpxf , xf , tq “

xf
ż

xi

Dxpτq
xf
ż

xi

DypτqArxpτqsA˚rypτqsFrxpτq, ypτqs, (9.28)

where Arxpτqs is the amplitude for a path xpτq ignoring the coupling to the

environment and Frxpτq, ypτqs is the well-known influence functional (6.8)

which we now rewrite as

Frxpτq, ypτqs “ exp
i

πh̄

t
ż

0

τ
ż

0

dτdσrxpτq ´ ypτqsL1pτ ´ σqrxpσq ` ypσqs

ˆ exp´
1

πh̄

t
ż

0

τ
ż

0

dτdσrxpτq ´ ypτqsL2pτ ´ σqrxpσq ´ ypσqs,

(9.29)

where we have modified our previous notation from (6.13, 6.14) to

L2pτ ´ σq ” παRpτ ´ σq “

8
ż

0

dω Jpωq coth
h̄ω

2kBT
cosωpτ ´ σq,
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L1pτ ´ σq ” ´παIpτ ´ σq “

8
ż

0

dω Jpωq sinωpτ ´ σq, (9.30)

to allow for a more direct comparison with (Leggett et al., 1987).

It is now time to analyze the above expressions to the spin-boson prob-

lem. In this description, the “spin paths” can only take discrete values ˘q0{2

with fast hops between them. As we have a pair of paths, rxpτq, ypτqs, we

will find it more convenient to think off a single path hopping between

four states. We consider the states t`,`u, t`,´u, t´,`u and t´,´u, where

p`q “ q0{2 and p´q “ ´q0{2, which we label by A, B, C andD, respec-

tively.

Next we define the new paths ξpτq ” q´1
0 rxpτq ´ ypτq s, which is 0 for A

and D, 1 for B and ´1 for C and χpτq ” q´1
0 rxpτq ` ypτq s, which is 0 for

B and C, 1 for A and ´1 for D, in terms of which

Frxpτq, ypτqs “ exp
iq2

0

πh̄

t
ż

0

τ
ż

0

dτdσξpτqL1pτ ´ σqχpσq

ˆ exp´
q2

0

πh̄

t
ż

0

τ
ż

0

dτdσξpτqL2pτ ´ σqξpσq. (9.31)

Suppose we want to compute (9.28) for paths that start and end up in A.

Then, we have to consider 2n flips between those four states defined above. If

we look at the behaviour of the path ξpτq we see that it starts at ξ “ 0, hops

from zero to ˘q0 at odd times, and hops back to zero at even times coming

finally to ξ “ 0 again after the last flip. So, we can say that ξpτq stays at

zero and makes n excursions to ˘q0 that lasts t2k´t2k´1 each. Following the

terminology established in (Leggett et al., 1987) we will call these excursions

blips and those parts for which ξ “ 0, sojourns . Notice that χpτq behaves

in the opposite way, namely when ξpτq “ 0, χpτq “ ˘q0 and χpτq “ 0 for

the blips. Therefore, when building the structure of the influence functional

(9.31) for these broken paths, it is convenient to assign to each of the interval

t2j´1 ă t ă t2j a label ζj , which is `1 p´1q if the system spends this time

interval in B pCq, and similarly to each of the intervals t2j ă t ă t2j`1 a

label ηj , which is `1 p´1q if the system spends this interval in A pDq. Notice

that η0 ” ηn ” 1.

Now, we must determine the factors that should enter the path integral

(9.28) for each individual portion of the specific path we are studying. Let

us consider the more general case of a biased system where we have chosen

the zero of energy in such a way that the state q0{2 p´q0{2q has energy
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ε{2 p´ε{2q. In dealing with (9.28) one should firstly consider the structure of

the amplitude A. The probability amplitude to stay at q0{2 p´q0{2q during

dt is exp´ipε{2h̄qdt pexp`ipε{2h̄qdtq, whereas the amplitude to flip from one

state to the other is, to first order in dt, ip∆{2qdt. Applying these results to

the four - state path we see that the amplitude to stay in the same state is

exp´iεξptqdt and that to flip between states is iλp∆{2qdt where λ is 0 for

A é D and B é C, ´1 for A é B and D é C, and `1 for A é C and

B é D.

Putting all these together, we can write our final result as (see (Leggett

et al., 1987) for details)

P ptq “
8
ÿ

n“0

p´1qn∆2nKnptq, (9.32)

Knptq ” 2´n
ÿ

tζju

t
ż

0

dt2n

t2n
ż

0

dt2n´1 ...

t2
ż

0

dt1 ˆ

ˆ Fnpt1, t2, ..., t2n; ζ1, ζ2, ..., ζn; εq, (9.33)

Fnpttmu; ζi; εq ” F1ttmuF2ttm, ζiuF3ttm, ζiuF4ttm, ζi, εu, (9.34)

where

F1ttmu “ exp
´

´
q2

0

πh̄

n
ÿ

j“1

Sj

¯

, (9.35)

F2ttm, ζiu “ exp
´

´
q2

0

πh̄

n
ÿ

k“1

n
ÿ

j“k`1

ζjζkΛjk

¯

, (9.36)

F3ttm, ζiu “
n´1
ź

k“1

cos
´ q2

0

πh̄

n
ÿ

j“k`1

ζjXjk

¯

, (9.37)

F4ttm, ζi, εu “ cos
´

n
ÿ

j“1

ζj

´

pt2j ´ t2j´1q
ε

h̄
´
q2

0

πh̄
Xj0

¯¯

, (9.38)

with

Sj “ Q2pt2j ´ t2j´1q, (9.39)

Λjk “ Q2pt2j ´ t2k´1q `Q2pt2j´1 ´ t2kq ´

´ Q2pt2j ´ t2kq ´Q2pt2j´1 ´ t2k´1q, (9.40)
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Xjk “ Q1pt2j ´ t2k`1q `Q1pt2j´1 ´ t2kq ´

´ Q1pt2j ´ t2kq ´Q1pt2j´1 ´ t2k`1q, (9.41)

where Q1ptq and Q2ptq are the second integrals of L1ptq and L2ptq which

read

Q1ptq “

8
ż

0

Jpωq

ω2
sinωt dω, (9.42)

Q2ptq “

8
ż

0

Jpωq

ω2
p1´ cosωtq coth

´βh̄ω

2

¯

dω. (9.43)

Expressions (9.32 - 9.43) represent an exact solution of our problem de-

spite the difficulty one might have to evaluate those summations. The latter

represent interactions between blips, sojourns and blips, and also interfer-

ence terms between them. Nevertheless, there is a particular approximation

in which analytical results are available. This is the so-called non-interacting

blip approximation, NIBA for short, which has been extensively analyzed in

(Leggett et al., 1987). It consists of two main prescriptions:

i) Set Xjk “ 0 in (9.37, 9.38) if k ‰ j ´ 1 and Xj,j´1 “ Q1pt2j ´ t2j´1q.

ii) Set Λjk “ 0 in (9.36).

The reader can follow their justification in great detail in the preceding

reference. Here we quote only the final expressions.

The unbiased case. When ε “ 0 the integrand of (9.33) becomes

Fnpt1...t2nq “
n
ź

j“1

cos
´ q2

0

πh̄
Q1pt2j ´ t2j´1q

¯

exp´
q2

0

πh̄
Q2pt2j ´ t2j´1q

(9.44)

which can be taken to (9.32) yielding

P ptq “
8
ÿ

n“0

p´1qn
t
ż

0

dt2n

t2n
ż

0

dt2n´1...

t2
ż

0

dt1

n
ź

j“1

fpt2j ´ t2j´1q, (9.45)

where

fptq “ ∆2 cos
´ q2

0

πh̄
Q1ptq

¯

exp´
q2

0

πh̄
Q2ptq. (9.46)
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Taking the Laplace transform of (9.45) one has

P̃ pλq “
8
ÿ

n“0

p´1qn
8
ż

0

dt

8
ż

0

dt1...

8
ż

0

dt2ne
´λpt1`t2`...`t2nq

n
ź

j“1

fpt2jq

“

8
ÿ

n“0

p´1qn
rfpλqsn

λn`1
“

1

λ` fpλq
, (9.47)

where

fpλq ” ∆2

8
ż

0

dt cos
” q2

0

πh̄
Q1ptq

ı

exp´
”

λt`
q2

0

πh̄
Q2ptq

ı

. (9.48)

Notice that fpλq can be evaluated, in principle, for any Jpωq. Then, taking

its inverse Laplace transform we have

P ptq “
1

2πi

ż

C

dλ eλtP̃ pλq

”
1

2πi

ż

C

dλ eλt rλ` fpλqs´1 (9.49)

where the contour C is the well-known Bromwich contour.

As we are particularly interested in the case of Ohmic dissipation we must

replace Jpωq by (5.22) and evaluate the integrals above to get

Q1ptq “ η tan´1ωct (9.50)

Q2ptq “ η lnp1` ω2
c t

2q ` ηln
”βh̄

πt
sinh

πt

βh̄

ı

. (9.51)

Carrying this procedure forward one gets a very rich dynamical behavior of

the system for different regions of the parameter space pα, T q (see fig. 9.3)

as we describe below.

a) For α ě 1 and T “ 0 (see fig. 9.4), the particle localizes in one of the

two minima because the renormalized splitting (9.27) vanishes in this region

of the parameter space. The bistable minimum gets completely blocked.

b) For high temperatures and/or strong dissipation (see fig. 9.5),

P ptq “ exp´
t

τ
, (9.52)
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Figure 9.3 Phase diagram

q0/2

  t

〈q(t)〉 (a)

Figure 9.4 Complete blocking

where

τ´1 “

?
π

2

Γpαq

Γpα` 1
2q

∆2
r

kBT {h̄

”πkBT

h̄∆r

ı2α

, (9.53)

which is valid for temperatures such that

αkBT {h̄ " ∆r, (9.54)
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and therefore the equilibrium state is reached without oscillatory behavior.

c) α “ 1{2 (see fig.(9.5))

P ptq “ exp
”

´
π

2

∆2

ωc
t
ı

(9.55)

which is an exact solution of the problem. Here too the system approaches

equilibrium without oscillating. Notice that since ∆ „ pωc{ωbq
α and α “ 1{2

the dependence on the unphysical cutoff once again drops from our result.

q0/2

  t

〈q(t)〉
(b) and (c)

Figure 9.5 Exponential decay

d) T “ 0 and 0 ď α ă 1{2 (see fig.9.6)

Defining the dimensionless time y ” ∆eff t where

∆eff ” rΓp1´ 2αqcosπαs
1

2p1´αq∆r (9.56)

one has

P pyq “ Pcohpyq ` Pincpyq where (9.57)

Pcohpyq ”
1

1´ α
cos

#«

cos

˜

π

2

α

1´ α

¸ff

y

+

exp´

#«

sin

˜

π

2

α

1´ α

¸ff

y

+

(9.58)
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and

Pincpyq ” ´
sin2πα

π

8
ż

0

dz
z2α´1e´zy

z2 ` 2z2αcos2πα` z4α´2
(9.59)

In this case it is possible for the two-state system to decay to its equilibrium

state in an oscillatory fashion, depending on the competition between the

coherent and incoherent behaviors of P ptq.

q0/2

  t

〈q(t)〉
(d)

Figure 9.6 Coherent relaxation

q0/2

  t

〈q(t)〉
(e)

Figure 9.7 Incoherent relaxation

e) T “ 0 and 1{2 ď α ă 1 (see fig.(9.7))
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This is the region of the parameter space over which the NIBA is least

reliable. It seems that for these values of damping and temperature the

system decays to equilibrium in an incoherent way.

Concluding this section we can say that we have been able to map, at least

at very low temperatures and within the WKB approximation, the problem

of a Brownian particle in a quartic (bistable) potential onto that of a two

state system coupled to a bath of non-interacting oscillators. The resulting

model was the spin-boson Hamiltonian for which there are many methods of

finding approximate dynamical solutions. We have chosen a specific one, the

nowadays nicknamed NIBA, which provided us with very elegant analytical

expressions for the unbiased Ohmic case. Nevertheless, although this method

allows for the obtainment of solutions in a closed form, they are not valid for

the whole parameter space of the problem. As it has been clearly stressed

in (Leggett et al., 1987), NIBA is not a very good approximation for long

times when α ă 1{2 and low temperatures (kBT ă h̄∆r). On the other

hand it can be shown to be an excellent approximation for strong damping

(α ą 1) or high temperatures (kBT ą h̄∆r). At any rate, if one is interested

in studying the intermediate time dynamics of such systems, as it is the case

when one investigates the existence of macroscopic quantum effects, NIBA

can be very suitable.

A more careful and complete analysis of this problem, including the finite

bias case and non-Ohmic spectral functions, is provided, for example, in

(Leggett et al., 1987; Weiss, 1999).
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Outlook

Having achieved this point we hope to have accomplished, at least partly,

our main aim that was to convince the reader that once appropriate systems

have been found (or built) they can present a very peculiar combination of

their microscopic parameters in such a way that quantum mechanics should

be applied to general macroscopic variables which describe collective effects

therein. Moreover, the very nature of these macroscopic variables does not

allow them to be treated in an isolated fashion but must rather be consid-

ered coupled to uncontrollable microscopic degrees of freedom which is the

ultimate origin of dissipative phenomena. The latter, at least in the great

majority of cases, play a very deleterious role in the dynamics of the macro-

scopic variables and we hope to have introduced minimal phenomenological

techniques in order to quantify it.

We have concentrated our discussions on questions originated from a few

examples of superconducting or magnetic systems where quantum mechanics

and dissipative effects coexist. In particular, superconducting devices which

present the possibility of displaying several different quantum effects (quan-

tum interference, decay by quantum tunnelling or coherent tunnelling) are of

special importance as we will see below. Prior to development of the modern

cryogenic techniques and/or the ability to build nanometric devices it was

unthinkable to imagine the existence of subtle quantum mechanical effects

such as the entanglement of macroscopically distinct quantum states. What

one means by macroscopic here is actually nano or mesoscopic since objects

on this scale may behave, in appropriate conditions, as controllable giant

atoms or molecules. Besides, we have seen that some of these devices have

their dynamics quite well mimicked by two-state systems and this entitles

them to be good candidates for qubits. As we all know by now, it has been

a great challenge for physicists to develop a system which would meet the

usual requirements for these entities (see below). Microscopic systems (gen-
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uine spins, for example) preserve coherence for a long time but are very hard

to be accessed. Therefore, it would be desirable if one could develop nano

or mesoscopic systems (in particular electronic circuits) obeying a two-state

system dynamics because these are more easily handled by an electronic

technology similar to the one already at work in conventional computers.

It is in this sense that superconducting devices can play a new role in

physics nowadays. On the one hand they look like good qubits and on the

other they can present macroscopic quantum effects. As the latter is indisso-

ciable from the destructive effects of dissipation, the preservation of quantum

coherence will be inhibited and since this is the topic we have been investi-

gating this far, we think that we are now in a position to address some of

these questions (see below).

In the next three sections of this chapter we will respectively try to answer

the following questions:

i) Are these “macroscopic quantum effects ”really observable?

ii) If so, where could they be applied?

iii) What have we left out of our study?

10.1 Experimental results

Since the beginning of the eighties the subject we have been calling macro-

scopic quantum phenomena, together with the vicious quantum dissipative

effects, have been experiencing a very fast development. There is quite a

large number of papers, theoretical and experimental, about the subject

that it would take us a very long time and several pages to refer to all

of them in a proper way. Since many theoretical contributions have already

been referred to in previous chapters, in this section we have chosen to make

a short historical review of the main experimental developments of the field.

We warn the reader that this is indeed very short and incomplete but infor-

mation about other equally important piece of work can be traced from the

references we provide.

Soon after the publication of (Caldeira and Leggett, 1981) the pioneering

work of (Voss and Webb, 1981) on the tunnelling of the phase across a

Josephson junction was released triggering the wave of experimental research

on the subject. However, the results produced therein and also subsequently

were not consensually accepted in the community as being an evidence of

the referred tunnelling event and neither the effects of dissipation could be

clearly extracted from them.

It was not until the seminal work of (Clarke et al., 1988) that researchers

in the area agreed that it was indeed the previously predicted tunnelling of
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the phase difference of a Joshephson junction that was being observed and,

moreover, dissipative effects could be controlled in their experiment con-

firming their influence in quantum tunnelling as predicted in (Caldeira and

Leggett, 1981, 1983b). At the end of the eighties, while researchers work-

ing with superconducting devices were still facing the challenge of observing

macroscopic coherent tunnelling (to which more sophisticated procedures

and experimental techniques were needed), some advances were being made

in the observation of quantum tunnelling of vortices in bulk superconduc-

tors. This was done through the measurement of the magnetic relaxation

due to collective creep of vortex lines (for example, Mota et al., 1991) in

an organic superconductor. The measurements performed in the latter cor-

roborated the theory of collective quantum creep proposed by Blatter (see

Blatter et al., 1994, and references therein). Observation of vortex tunnelling

in thin superconduting films has also been performed since then (Liu et al.,

1992; Sefrioui et al., 2001; Tafuri et al., 2006).

Almost concomitantly, there was being considerable advances in the ob-

servation of coherent tunnelling in magnetic particles; either in Mn12 clus-

ters (Sessoli et al., 1993; Friedman et al., 1996; Sangregorio et al., 1997),

small ferromagnetic particles (Paulsen et al., 1992) or in magnetic proteins

(Awschalom et al., 1992). However, only a bit later tunnelling of domain

walls started to be measured (Hong and Giordano, 1996; Brooke et al.,

2001; Shpyrko et al., 2007). Although, still in the nineties, experimental-

ists were succeeding in performing subtle measurements to detect quantum

effects in magnetic particles and walls, bulk superconductors and super-

conducting films, the coherent tunnelling in superconducting devices, the

cornerstone of this subject, was still untouched. It was only at the turn of

the century that finally coherent superposition of macroscopically distinct

quantum states were observed in SQUIDs (Friedman et al., 2000; Chiorescu

et al., 2003) and Josephson junctions (Yu et al., 2002). Coincidently, the

latter publication followed (Vion et al., 2002), in the same journal, where

the authors reported the design of a quantum circuit containing a Cooper

pair box, the quantronium, that could be operated as a quantum two-level

atom. These achievements definitely gave a further boost to the possibility

of using superconduction devices as qubits (see below).

In the brief survey of the experimental results we have provided above,

only those experiments referring to the phenomena we used in the first two

chapters of this book as the paradigms of macroscopic quantum phenomena

were mentioned. However, there are other equally important examples of

“cat-like states” that, if not necessarily macroscopic in the sense of involv-

ing a coherent superposition a macroscopically large number of particles,
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still contain parameters which can be viewed as “macroscopic” in a different

sense. This is the case of a laser-cooled trapped ion prepared in a superpo-

sition state of two well-localized Gaussians (Monroe et al., 1996; Leibfried

et al., 2003) very similar to the state we presented in section 7.2 or a su-

perposition of two coherent states of photons in a microwave cavity (Brune

et al., 1996; Raimond et al., 2001). Decoherence in the coherent state rep-

resentation can be treated with techniques very similar to those of section

7.2 as shown in (Castro Neto and Caldeira, 1990).

10.2 Applications: superconducting qubits

It is our goal now to briefly analyze the possibility of employing the super-

conducting devices we have introduced so far as qubits.

DiVincenzo (DiVincenzo, 2000) established the minimal desiderata for a

physical system to be a qubit through the following points:

i) Very well-defined two state systems either exact or approximate. In the

latter case one has to make sure that the remaining states of the system will

not be accessible during any operation performed on it.

ii) The initial state of the system has to be prepared with sufficient accuracy.

iii) A very long phase coherent time to allow for a large number of coherent

operations. This should be taken as greater than a standard value of 104.

iv) Controllable “effective fields” at the qubits positions in order to im-

plement the required logical operations through the application of unitary

transformations to single or two-qubits and switching the inter-qubit inter-

actions on and off.

v) Quantum measurement to read out the quantum information. We see

that, if not for item (iii) above, the superconducting devices we have intro-

duced in this book fulfil those requirements and then could be considered

good candidates for qubits. Therefore, all one needs to do in order to imple-

ment them as such is to beat decoherence.

A possible model for a quantum processor whose qubits would take into

account most of these points is given by

H “ Hqb `Hmeas `Henv (10.1)

where Hmeas and Henv include their respective interactions to Hqb and

Hqb “ ´
1

2

N
ÿ

i“1

Bpiqptq ¨ σpiq `
ÿ

i‰j

ÿ

a,b

Jabij ptqσ
piq
a σ

pjq
b , (10.2)

with a, b “ x, y, z, is the N -qubit Hamiltonian.
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However, it is not our intention here to treat the general problem of the de-

sign of quantum processors. The problem we are going to address now refers

only to a single two-state system immersed in an environment. Therefore,

we are actually aiming only at points (i) ,(ii) and (iii) above. This means

that we are going to consider only Hqb and Henv in (10.1) and, moreover,

take N “ 1 in Hqb. The more technical problem of how quantum coherence

between the qubits scales to N " 1 is still an open question and certainly

beyond the scope of this book.

10.2.1 Flux qubits

Our first example of a superconducting qubit is the SQUID ring we have

introduced earlier. As we have seen these devices can operate when the ex-

ternal flux φx “ φ0{2. In this situation the potential energy stored in the ring

has its lowest energy eigenstates (almost flux eigenstates) as the ones of a

bistable potential we investigated when we discussed the macroscopic quan-

tum effects in the SQUIDs (see fig. 3.6). Therefore, if the external conditions

are such that our Hilbert space can be restricted to this two-dimensional

space as we have seen before, the effective Hamiltonian of this system is

Hfqb “ ´
1

2
Bzσz ´

1

2
Bxσx, (10.3)

where Bz is the term that controls the symmetry of the double well whereas

Bx allows for the transition between the two eigenstates of σz. The former

is given by

Bzpφxq “ 4π
a

6pβL ´ 1qEJ

´φx
φ0
´

1

2

¯

, (10.4)

where βL ” 2πLi0{φ0 (see analysis below (3.56, 3.57)) and Bx “ h̄∆ is the

tunnelling amplitude between the two minima which depends exponentially

on EJ (see 9.13). For very low damping ∆ « ∆0 which is given by (9.3) in

terms of the appropriate device parameters.

In order to establish a connection with the general form (10.2) for N “ 1

we need to specify a method for controlling also Bx. This can be done if one

replaces the junction of the SQUID by a secondary SQUID ring with two

Josephson junctions (see fig. 10.1). This smaller loop threads an amount of

flux rφx which controls the effective Josephson coupling of the SQUID. In

this way one has both Bx and Bz tunable by external parameters.

Although many quantum effects have been observed in SQUIDs (Makhlin

et al., 2001) the existence of the energy splitting near the degeneracy point
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has only been observed for the first time in (Friedman et al., 2000) as we

have mentioned above.

φx

Figure 10.1 Secondary SQUID junction

10.2.2 Charge qubits

Now we return to the device we introduced earlier as the CPB. It has EC "

EJ and in this case charge rather than flux states are the most appropriate

ones to describe the dynamics of the device. A CPB is actually a small

superconducting region containing an excess of n Cooper pairs connected,

by a tunnel junction, to a much larger superconductor which acts as a charge

reservoir. Charge is fed into the system by a gate voltage Vg and the charging

energy is then

EC “
e2

2pCJ ` Cgq
(10.5)

where CJ À 10´15f and Cg are, respectively, the capacitance of the junction

and the gate capacitance (see fig. 10.2) which is usually smaller that the

former.

Assuming the superconducting gap to be the largest energy in the prob-

lem, so only Cooper pairs can tunnel, we can write the Hamiltonian of the

system as

Hcqb “ 4ECpn´ ngq
2
´ EJ cosϕ, (10.6)

where n “ ´id{dϕ is the momentum canonically conjugate to the phase
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EJ CJ

Cg

Vg

n"

Figure 10.2 Cooper pair box

h̄ϕ and ng ” CgVg{2e the dimensionless gate charge. Since EC " EJ a

convenient basis is formed by the charge states and we can write

Hcqb “
ÿ

n

r4ECpn´ ngq
2
|nyxn| ´

1

2
EJp|nyxn` 1| ` |n` 1yxn|qs. (10.7)

When ng “ 1{2 (see fig.10.3) the Josephson energy couples two adjacent

states such as, for example, |0y and |1y. In this case one can approximate

Hcqb “ ´
1

2
Bzσz ´

1

2
Bxσx, (10.8)

and the charge states are | Ò y ” |n “ 0y and | Ó y ” |n “ 1y. Moreover,

Bz “ 4ECp1´ 2ngq and Bx “ EJ . (10.9)

Once again we would like to write (10.8) with tunable Bx as in (10.2).

This can be accomplished if we replace the junction connecting the CPB

to the charge environment by two junctions in parallel (see fig. 10.4) which

forms something like a two junction SQUID. Therefore, an external flux φx
threaded by this loop can tune the effective Josephson coupling energy of

this circuit which now reads

Bx “ EJpφxq “ 2E0
J cos

ˆ

π
φx
φ0

˙

. (10.10)
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n=1n=0

1/2

E(n,ng)

1 ng

Figure 10.3 Energy eigenvalues (solid line) and energy of the charge states
(dotted line) of the junction

EJ
0

φx

Cg

Vg

Figure 10.4 Charge qubit with tunable Josephson coupling. Dotted line
represents a circuit branch furnishing flux φx to the two junction loop.
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10.2.3 Phase qubits and transmons

Phase qubits are basically CBJJs (see section 3.4.2) described in terms of

the phase difference between the terminals of the Josephson junction with

EJ " EC , as usual. One then uses the two lowest lying energy “eigenstates”

(very long-lived decaying states) in a metastable well of a tilted sinusoidal

potential in the phase representation as qubits (see fig. 10.5). The current

bias can be properly tuned in such a way that only very few (probably two) of

those states live in the metastable well. On top of that one can manipulate

these states with microwave pulses in resonance with the Bohr frequency

ω10 ” pE1´E0q{h̄ between the two lowest lying states and also dc pulses in

such a way that the total current through the junction is (Martinis et al.,

2002)

Iptq “ Idc ` δIdcptq ` Iµwcptq cosω10t` Iµwsptq sinω10t. (10.11)

U( )

Figure 10.5 Phase qubit

With the hypothesis of slow variations of δIdcptq, Iµwcptq, and Iµwsptq in

comparison to 2π{pω10 ´ ω21q, the dynamics of the system is restricted to

the two-dimensional Hilbert space spanned by the two lowest lying states

within the well and, in a frame rotating with ω10, its Hamiltonian reads

Hptq “
σz
2
δIdcptq

BE10

BIdc
`
σx
2

c

h̄

2ω10C
Iµwcptq `

σy
2

c

h̄

2ω10C
Iµwsptq.

(10.12)

The microwave terms above induce Rabi oscillations (Rabi, 1937) between
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the two states which could be measured in (Yu et al., 2002; Martinis et al.,

2002). Therefore, if logical operations can be performed in this system be-

fore the excited state decays by quantum tunnelling, it can be viewed as a

good qubit. Notice that since the decay rates are exponentials of the ratio

between the barrier height of the nth excited state and h̄ωp, where ωp is

the classical oscillation frequency about the local minimum of fig. 10.5, the

ratio between successive decays rates are such that Γn`1{Γn „ 1000 (see

Martinis et al., 2002) and we are safe to operate only within the decay time

of the excited state. However, if one tries to avoid qubits whose states are

not strictly stable, there is an alternative method to operate phase qubits

in a different range of device parameters that culminated with the creation

of a new generation of qubits, the so-called transmons (Koch et al., 2007).

ng=1/2

E(m,ng)

ng=1 ng

Figure 10.6 Qualitative behaviour of the energy bands for EJ Á EC

ng=1/2

E(m,ng)

ng=1 ng

Figure 10.7 Qualitative behaviour of the energy bands for EJ « 5EC
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Transmons are basically phase qubits still with EJ ą EC ( but not EJ "

EC as above 1) operated as a charge qubit, namely with a gate voltage bias

instead of a current bias. Therefore, the transmon charge energy bands (see

figs. 10.6, 10.7) are much narrower than those of the charge qubits which

makes them much more insensitive to charge noise than the latter.

For the sake of completeness we write here the expressions for the energy

spectrum of a transmon. In the limit EJ " EC , when the dispersion can be

approximated by a cosine, one has (Koch et al., 2007),

Empngq “ Empng “ 1{4q ´
εm
2

cosp2πngq, (10.13)

where εm ” Empng “ 1{2q ´ Empng “ 0q is the width of the mth charge

energy band which within the WKB approximation ( again valid for EJ "

EC) is given by

εm « p´1qmEC
24m`5

m!

c

2

π

ˆ

EJ
2EC

˙
2m`3

4

exp´

c

8EJ
EC

. (10.14)

On the other hand, the approximate level structure of the transmon for

EJ " EC can be obtained expanding (10.6) about ϕ « 0 as

Empng “ 0q « ´EJ `
a

8EJEC

ˆ

m`
1

2

˙

´
EC
12
p6m2 ` 6m` 3q,

(10.15)

which, together with (10.13, 10.14), allows us to determine the parameters

of (10.8) close to ng “ 1{2 as Bz “ 4ECp1´ 2ngq and EJ À Bx À
?

8EJEC
for 1 À EJ{EC À 50.

10.2.4 Decoherence

Now that we know the two-state systems to which our superconducting de-

vices correspond we can study the decoherence effects in their time evolution

by taking into account how they couple to their respective environments.

For the single junction device this has already been done. That is exactly

the spin-boson model (9.16). Since we are interested in the limit the system

performs many coherent oscillations we must look for very weakly damped

systems (see (9.57, 9.58)). Moreover, even in this limit one should keep in

mind that h̄∆E " αkBT
2. This is the so-called system-dominated regime

where the coupling to the environment can be treated perturbatively, as

1 Actually both are operated for EJ " EC but phase qubits are such that EJ Ï EC (see Koch
et al., 2007). Usually EJ {EC „ 102 for transmons and „ 104 for phase qubits.

2 See definition of ∆E below (10.17). When Bz “ 0 it simply becomes Bx “ ∆
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opposed to the environment-dominated regime (h̄∆E ! αkBT ) in which

the details of the coupling to the environment does matter and, for example,

the exponential decay (9.52, 9.53) holds. In the system-dominated regime

one can show (Makhlin et al., 2001) that two decay rates are particularly

important;

τ´1
rel “ π α sin2λ ∆E coth

h̄∆E

2kBT
and (10.16)

τ´1
ϕ “

1

2
τ´1
rel ` π α cos2λ

2kBT

h̄
, (10.17)

where λ ” tan´1pBx{Bzq and ∆E “
a

B2
x `B

2
z . These are respectively

related to the decay rates of the average values of the matrix elements of

the operators ρzptq and ρp˘qptq ” rρxptq ˘ i ρyptqs{2 where ρiptq pi “ x, y, zq

are Pauli matrices in the representation of the eigenstates t|0y, |1yu of (10.8)

whereas σiptq are represented in the usual t| Òy, | Óyu basis. These two sets

are related by

|0y “ cos
λ

2
| Òy ` sin

λ

2
| Óy

|1y “ ´ sin
λ

2
| Òy ` cos

λ

2
| Óy. (10.18)

In the particular case λ “ π{2 p or Bz “ 0q, the rate τ´1
rel is the one with

which xσxptqy decays to equilibrium whereas τ´1
ϕ , the dephasing or decoher-

ence rate, measures how the oscillatory motion of xσzptqy is attenuated.

Decoherence times in superconducting devices are usually measured by

Ramsey interferomety (Ramsey, 1950; Yu et al., 2002; Vion et al., 2002)

and recently very long coherence times („ 0.1 ms) for transmons have been

reported in (Rigetti et al., 2012).

In general the qubit is coupled to different environments through different

components of the pseudo-spin by which it is being represented. Therefore

we generalize our spin-boson Hamiltonian to

H “ Hqb `
ÿ

i

σ ¨ ni

˜

ÿ

a

Cpiqa qpiqa

¸

`
ÿ

i

Hpiqenv (10.19)

where ni is the direction through which the ith environment couples to the

qubit and qia the ath “coordinate” of this environment. This new Hamiltonian

generates the decay rates of relaxation and decoherence , respectively, as

τ´1
rel “

ÿ

i

π αi sin2λi ∆ coth
h̄∆

2kBT
(10.20)



254 Outlook

τ´1
ϕ “

1

2
τ´1
rel `

ÿ

i

π αi cos2λi
2kBT

h̄
, (10.21)

where cosλi ” B ¨ ni{|B|. Here one should be aware that the system-

dominated regime is valid if h̄∆E "
ř

i αikBT .

Although we have only presented the Ohmic case here, the procedure

is quite general. Once we identify how the relevant dynamical variable of

the qubit is coupled to external noise sources, we can use the fluctuation-

dissipation theorem for the corresponding environment operator (Makhlin

et al., 2001) in order to extract the spectral function Jpωq associated to that

damping mechanism. Consequently, we determine the relevant dimensionless

damping α and write generalized spin-boson Hamiltonians from which we

can compute relaxation and decoherence times as in (10.20 , 10.21).

With this brief introduction to the physics of superconducting devices

viewed as quibts we hope to have convinced the reader of the possibility of

practical applications of macroscopic quantum effects.

10.3 Final remarks

As our main goal from the very beginning of this work has been to give the

reader an introduction to macroscopic quantum phenomena and quantum

dissipation and provide him (or her) with the mathematical tools one needs

to make some quantitative developments on the problems we have presented

in two introductory chapters, there is a point at which we must content

ourselves with what has been achieved. As a matter of fact, we think this is

a good place to stop and let the reader choose which path should be taken

from now on depending on his (or her) main interests. Nevertheless, even

without trying to analyze in any depth other subjects that could be handled

with the techniques developed here, it should be desirable to enumerate at

least those we think would be natural extensions of what we have done so

far. That is what we do in what follows.

Other dissipative mechanisms. In our introductory examples of magnetism

and superconductivity, the classical equations of motion describing the dissi-

pative systems of interest were quite general and the paradigmatic example

of the Langevin equation turns out to be a good approximation only for

some of them. In general, one may have dissipative terms which are linearly

dependent on higher order time derivatives of the dynamical variable being

studied or even present non-linear dependence in those variables. We have

chosen to present three specific models that cover many possible situations
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but which under some hypothese could again be described, in the classical

limit, by Langevin equations. However, we have said very little (or almost

nothing) about those systems whose dynamics can be well described by the

minimal model with general spectral functions Jpωq. In all our examples we

have dealt with Ohmic dissipation and entirely omitted the super-Ohmic

and sub-Ohmic cases. Although they are probably less ubiquitous than the

Ohmic case, we have only put them aside bacause once one has understood

the concepts in the latter case, the results to other cases can be worked out

without much effort (see, for example, Leggett et al., 1987; Weiss, 1999).

Actually, in many applications it is the Ohmic case that requires more so-

phisticated analysis.

Other examples in the same systems. We have given examples of systems

which posed questions that could be reduced to simple quantum mechanical

problems of a mass particle. That was the case, for example, of tunnelling

(coherent or not) of fluxoids in superconducting in superconducting devices.

Due to those we were led to study dissipative quantum tunnelling or coher-

ence, but did not say anything about Bloch oscillations or Zener tunnelling

in these systems which can be found in (see, for example, Schön and Zaikin,

1990; Gefen et al., 1987).

Dissipation in microscopic models. The models we have been using in this

book were set up to describe the dissipative dynamics of a collective macro-

scopic variable. However, there is nothing preventing them to describe micro-

scopic variables instead. Actually, we have already mentioned it when intro-

duced the non-linear and collision models. Transport problems, Kondo-like

models and dissipative quantum phase transitions are only few examples of

where the sort of models we have employed here together with the physics

coming out of them can also be useful. More on this possibilities can be

found in (Schön and Zaikin, 1990; Leggett et al., 1987; Weiss, 1999).

Quantum thermal field theory. A glimpse into our list of references is enough

to show the reader how broad and general the subject addressed in this book

is. We have quoted articles from very different areas of physics, ranging from

the physics of the early universe to qubits. One issue that we have only briefly

touched upon was field theoretical models very far from equilibrium, of which

finite temperature quantum nucleation with dissipation is an example. We

refer the interested reader to recent developments in this area to (Kapusta

and Gale, 2006).
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Other omissions and more applications. There are still other areas where

the competition between quantum effects and dissipation is present and

of crucial importance. In particular, the ones we will list in what follows

are very modern topics which are enormously attracting the attention of

the physical community. With the machinery we have developed so far and

extensions thereof we think much can be done in particularly prepared sys-

tems in Bose-Einstein condensates (BECs), nano-electromechanical devices

(NEMs), cavity quantum electrodynamics (CQED) or circuit quantum elec-

trodynamics (cQED).



Appendix A

Path integrals, the quantum mechanical propagator
and density operators

A.1 Real time path integrals

In this appendix, it is our intention to introduce the path (or functional)

integral representation of the quantum mechanical propagator Kpx, t;x1, 0q

which, as we know, is given by

Kpx, t;x1, 0q “ xx|e´iHt{h̄|x1y, (A.1)

where we are assuming a system described by the Hamiltonian H “ p2{2M`

V pqq. If we now subdivide the time interval r0, ts into small partitions such

that r0, ts “
ŤN´1
i“0 rti`1, tis, where t0 “ 0 and tN “ t, we can write

Kpx, t;x1, 0q “ xx|e´iHpt´tN´1q{h̄... e´iHptk´tk´1q{h̄... e´iHt1{h̄|x1y, (A.2)

where we have the product of N exponentials. If we introduce a completeness

relation
`8
ş

´8

dxk |xkyxxk| “ 1 p1 ď k ď N ´ 1q between each exponential

term we have

Kpx, t;x1, 0q “

`8
ż

´8

...

`8
ż

´8

dx1 ...dxk ...dxN´1xx|e
´iHpt´tN´1q{h̄|xN´1y ˆ

ˆxxN´1| .. ..|xkyxxk|e
´iHptk´tk´1q{h̄|xk´1yxxk´1|... |x1yxx1|e

´iHt1{h̄|x1y.

(A.3)

If we now make the length of each time interval tk ´ tk´1 ” ε “ t{N Ñ 0

pN Ñ8q we can write for the kth interval,

Kpxk, tk;xk´1, tk´1q « xxk|1´
iε

h̄
H |xk´1y, (A.4)
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with xN “ x and x0 “ x1, or yet

Kpxk, tk;xk´1, tk´1q « xxk|xk´1y ´
iε

h̄
xxk|

p2

2M
|xk´1y ´

iε

h̄
xxk|V pqq |xk´1y.

(A.5)

Next, introducing the identity
`8
ş

´8

dpk |pkyxpk| “ 1 in the equation above we

get

Kpxk, tk;xk´1, tk´1q «

`8
ż

´8

dpk xxk|pkyxpk|xk´1y ´

´
iε

h̄

`8
ż

´8

dpk
p2
k

2M
xxk|pkyxpk|xk´1y ´

iε

h̄

`8
ż

´8

dpk V pxkq xxk|pkyxpk|xk´1y.

(A.6)

Now, as

xxk|pky “
1

?
2πh̄

eipkxk{h̄, (A.7)

we can rewrite (A.6) as

Kpxk, tk;xk´1, tk´1q «
1

?
2πh̄

`8
ż

´8

dpk exp
ipk
h̄
pxk ´ xk´1q ˆ

ˆ

ˆ

1´
iε

h̄

ˆ

p2
k

2M
` V pxkq

˙˙

, (A.8)

whose second part of the integrand can be exponentiated yielding

Kpxk, tk;xk´1, tk´1q “
1

?
2πh̄

`8
ż

´8

dpk exp
ipk
h̄
pxk ´ xk´1q ˆ

ˆ exp
iε

h̄

ˆ

p2
k

2M
` V pxkq

˙

. (A.9)

The integral over pk can now be easily evaluated and reads

Kpxk, tk;xk´1, tk´1q “

c

M

2πih̄ε
exp

iε

h̄

ˆ

M

2

pxk ´ xk´1q
2

ε2
´ V pxkq

˙

,

(A.10)
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which substituted in (A.3) finally gives

Kpx, t;x1, 0q “

`8
ż

´8

...

`8
ż

´8

dx1 ...dxk ...dxN´1

„ N
ź

k“1

c

M

2πih̄ε



ˆ

ˆ exp
N
ÿ

k“1

iε

h̄

ˆ

M

2

pxk ´ xk´1q
2

ε2
´ V pxkq

˙

. (A.11)

Taking the limit ε Ñ 0 and remembering that ε “ ∆tk ” tk ´ tk´1, we

rewrite (A.11) in the following symbolic form

Kpx, t;x1, 0q “
t
ź

t1“0

8
ż

´8

dxpt1q

N
exp

i

h̄
Srxpt1qs, (A.12)

where

Srxpt1qs “

t
ż

0

dt1
ˆ

1

2
M 9x2 ´ V pxq

˙

, (A.13)

is the classical action of the particle, or

Kpx, t;x1, 0q “

x
ż

x1

Dxpt1q exp
i

h̄
Srxpt1qs, (A.14)

where the measure of integration Dxpt1q already contains the normalization

factor N of (A.12). Therefore, we have succeeded in writing the propa-

gator as a sum of exponentials of the classical actions of all geometrical

paths joining x andx1. This is the famous path integral representation of

the quantum mechanical propagator which is due to Feynman (Feynman

and Hibbs, 1965). Here it should be stressed that although our development

was performed in the particular case of a conservative one-dimensional sys-

tem, expression (A.14) is also valid for systems with explicit time-dependent

Hamiltonians as we show even for more general representations in appendix

C.

Our next step is to provide a couple of specific examples which will prove

very helpful in operating with this formalism; the free particle and the

quadratic Lagrangian 1.

1 Working out these examples we will be following closely (Schulman, 1981)
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Free particle : In this case, V pqq “ 0, which implies that

Kpx, t;x1, 0q “

`8
ż

´8

...

`8
ż

´8

dx1...dxN´1 ˆ

ˆ

N
ź

k“1

c

M

2πih̄ε
exp

iε

h̄

ˆ

M

2

pxk ´ xk´1q
2

ε2

˙

. (A.15)

Now, using the well-known result of Gaussian integration,

8
ż

´8

du

c

a

π
exp´apx´ uq2

c

b

π
exp´bpu´ yq2

“

d

ab

πpa` bq
exp´

ab

a` b
px´ yq2,

(A.16)

we have, for example,

M

2πih̄ε

8
ż

´8

dx1 exp
iM

2h̄ε
px2 ´ x1q

2 exp
iM

2h̄ε
px1 ´ x

1q2

“

d

M

2πih̄p2εq
exp

iM

2h̄p2εq
px2 ´ x

1q2. (A.17)

Evaluating the integral in x3 and then successively until xN it is straight-

forward to show that

Kpx, t;x1, 0q “

c

M

2πih̄t
exp

iM

2h̄

px´ x1q2

t
. (A.18)

Quadratic Lagrangian : Let us now consider a system whose dynamics is

governed by a Lagrangian of the form

L “
1

2
M 9x2 ` bptqx 9x ´

1

2
cptqx2 ´ eptqx, (A.19)

and we wish to compute the quantum propagator of this system through

the functional integral

Kpx, t;x1, 0q “

x
ż

x1

Dxpt1q exp
i

h̄
Srxpt1qs, (A.20)
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In order to do that, we shall firstly perform a change of variables

ypt1q “ xpt1q ´ xcpt
1q, (A.21)

where xcpt
1q is appropriately chosen to be the solution of the Euler-Lagrange

equation of (A.19):

M :xc ` pcptq ` 9bptqqxc ` e “ 0. (A.22)

Then, replacing (A.21) in S “
t
ş

0

Ldt, integrating by parts and using (A.22)

we have

Kpx, t;x1, 0q “ Gptq exp
i

h̄
Scpx, x

1, tq, (A.23)

where Scpx, x
1, tq is the classical action of the trajectory xcpt

1q and

Gptq “

0
ż

0

Dypt1q exp
i

h̄

t
ż

0

dt1
ˆ

1

2
M 9y2 ´

1

2
c̃ptqy2

˙

, (A.24)

with c̃ “ c` 9b, is an integral over trajectories ypt1q such that yptq “ yp0q “ 0.

This integral can be solved in its discrete version as we show in what follows.

Using (A.11) equation (A.24) reduces to

Gptq “ lim
NÑ8, εÑ0

8
ż

´8

...

8
ż

´8

dy1 ...dyk ...dyN´1

„

M

2πih̄ε

N{2

ˆ

ˆ exp
i

h̄

N
ÿ

k“1

„

M

2

pyk ´ yk´1q
2

ε
´

1

2
ε c̃k´1 y

2
k´1



. (A.25)

where c̃k ” c̃ptkq. Then, defining a vector

ζ “

¨

˚

˚

˝

y1

.

.

yN´1

˛

‹

‹

‚

(A.26)

and the matrix

σ “
M

2ih̄

¨

˚

˚

˚

˚

˝

2 ´1 . 0 0

´1 2 . 0 0

. . . . .

0 0 . 2 ´1

0 0 . ´1 2

˛

‹

‹

‹

‹

‚

`
iε

2h̄

¨

˚

˚

˚

˚

˝

c̃1 0 . 0 0

0 c̃2 . 0 0

. . . . .

0 0 . c̃N´2 0

0 0 . 0 c̃N´1

˛

‹

‹

‹

‹

‚

(A.27)
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one can write (A.25) as

Gptq “ lim
NÑ8, εÑ0

„

M

2πih̄ε

N{2 ż

dN´1ζ exp´ζT σ ζ. (A.28)

This matrix σ can be diagonalized formally through a similarity transfor-

mation

σ “ U : σD U (A.29)

where U is unitary. If ξ “ Uζ one has

ż

dN´1ζ exp´ζT σ ζ “

ż

dN´1ξ exp´ξT σD ξ “
N´1
ź

α“1

c

π

σα
“
πpN´1q{2

?
detσ

(A.30)

whenever detσ ‰ 0.

Therefore, replacing (A.30) in (A.28) we obtain

Gptq “ lim
NÑ8, εÑ0

˜

ˆ

M

2πih̄

˙

1

ε

1
`

2ih̄ε
M

˘N´1
detσ

¸1{2

(A.31)

and our problem becomes the evaluation of

fptq “ lim
NÑ8, εÑ0

˜

ε

ˆ

2ih̄ε

M

˙N´1

detσ

¸

(A.32)

which, in turn, implies computation of the following determinant:
ˆ

2iεh̄

M

˙N´1

detσ “

“ det

»

—

—

—

—

–

¨

˚

˚

˚

˚

˝

2 ´1 . 0 0

´1 2 . 0 0

. . . . .

0 0 . 2 ´1

0 0 . ´1 2

˛

‹

‹

‹

‹

‚

´
ε2

M

¨

˚

˚

˚

˚

˝

c̃1 0 . 0 0

0 c̃2 . 0 0

. . . . .

0 0 . c̃N´2 0

0 0 . 0 c̃N´1

˛

‹

‹

‹

‹

‚

fi

ffi

ffi

ffi

ffi

fl

” det σ̃N´1 ” pN´1. (A.33)

Using the expansion of σ̃j`1 in first minors we can show that

pj`1 “

ˆ

2´
ε2

M
c̃j`1

˙

pj ´ pj´1, j “ 1, ..., N ´ 2 (A.34)

where p1 “ 2´ pε2c1{Mq and p0 “ 1. Rewriting (A.34) as

pj`1 ´ 2pj ` pj´1

ε2
“
c̃j`1pj
M

, (A.35)
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and defining ϕptq ” εpj , we can easily see that when ε Ñ 0 this finite

differences equation becomes

d2ϕptq

dt2
“ ´

c̃ptqϕptq

M
, (A.36)

with initial conditions that can be obtained through

ϕp0q “ εp0 Ñ 0, (A.37)

and

dϕptq

dt
“ ε

ˆ

p1 ´ p0

ε

˙

“ 2´
ε2c1

M
´ 1 Ñ 1. (A.38)

Consequently, the function fptq defined in (A.32) is a solution of

d2fptq

dt2
`
c̃ptqfptq

M
“ 0, (A.39)

with fp0q “ 0 and dfptq{dt|t“0 “ 1 and we can finally write the propagator

(A.23) as

Kpx, t;x1, 0q “

d

M

2πih̄fptq
exp

i

h̄
Scpx, x

1, tq. (A.40)

In the particular case of a harmonic oscillator, c̃ptq “ cptq “Mω2, fptq is

such that

d2fptq

dt2
` ω2fptq “ 0, (A.41)

with the initial conditions (A.39), which leads us to

fptq “
sinpωtq

ω
. (A.42)

Although the method we have just presented to evaluate the prefactor of

the quantum mechanical propagator is quite laborious, another way to write

it is presented below.

Stationary phase (or semiclassical) approximation : As we have seen be-

fore, the quantum mechanical propagator admits a path integral representa-

tion (A.14) where the action is given by (A.13). Although we have deduced

(A.14) from a particular form of the Hamiltonian of the system, namely that

just below (A.1), this representation is absolutely general and also applies

to time-dependent Hamiltonians as we have already assumed implicitly in
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treating the quadratic form given by (A.19). In our present case we will

assume that the action is, without loss of generality, given by

Srqpt1qs “

t
ż

0

dt1 Lpqpt1q, 9qpt1q, t1q. (A.43)

In the limit h̄Ñ 0 the integrand of (A.14) oscillates very rapidly and the

most important contribution to the integral turns out to be the stationary

points (paths in this case) of the action, which is the essence of the stationary

phase approximation. Therefore, expanding the action about a path qcpt
1q

such that qcp0q “ x1 and qcptq “ x up to terms quadratic in δqpt1q ” qpt1q ´

qcpt
1q, we have

Srqpt1qs “ Srqcpt
1qs `

t
ż

0

dt1

#

BL

Bq

ˇ

ˇ

ˇ

ˇ

qc

δqpt1q `
BL

B 9q

ˇ

ˇ

ˇ

ˇ

qc

δ 9qpt1q

+

`

`
1

2

t
ż

0

dt1

#

B2L

Bq2

ˇ

ˇ

ˇ

ˇ

qc

δqpt1q δqpt1q ` 2
B2L

B 9qBq

ˇ

ˇ

ˇ

ˇ

qc

δ 9qpt1q δqpt1q`

`
B2L

B 9q2

ˇ

ˇ

ˇ

ˇ

qc

δ 9qpt1q δ 9qpt1q

+

` ... (A.44)

In general, the expansion of the action up to second order in the variations

reads

Srqpt1qs “ Srqcpt
1qs `

t
ż

0

dt1 δqpt1q
δSrqpt1qs

δqpt1q

ˇ

ˇ

ˇ

ˇ

q“qc

`

`
1

2

t
ż

0

t
ż

0

dt1dt2 δqpt1q δqpt2q
δ2Srqpt1qs

δqpt1q δqpt2q

ˇ

ˇ

ˇ

ˇ

q“qc

` ... (A.45)

but in our case, since the Lagrangian in (A.43) is instantaneous, the second

functional derivative in the third term on the r.h.s. of (A.45) is proportional

to δpt1 ´ t2q and, consequently, the functional expansion contains only a

single time t1. Notice that the structure of the second variation of the action

is such that, under discretization, it would be an N -dimensional bilinear

form (N Ñ 8) where the second functional derivative would become an

N ˆN matrix and δqpt1q an N -dimensional vector.

Now, integrating (A.44) by parts to recover the general form (A.45) and

remembering that the endpoint variations must vanish, δqptq “ δqp0q “ 0,
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we get

Srqpt1qs “ Srqcpt
1qs `

t
ż

0

dt1 δqpt1q

#

BL

Bq

ˇ

ˇ

ˇ

ˇ

qc

´
d

dt1
BL

B 9q

ˇ

ˇ

ˇ

ˇ

qc

+

`

`
1

2

t
ż

0

dt1 δqpt1q

#«

B2L

Bq2

ˇ

ˇ

ˇ

ˇ

qc

´
d

dt1

˜

B2L

B 9qBq

ˇ

ˇ

ˇ

ˇ

qc

¸ff

´

´
d

dt1

˜

B2L

B 9q2

ˇ

ˇ

ˇ

ˇ

qc

¸

d

dt1
´
B2L

B 9q2

d2

dt12

+

δqpt1q.

(A.46)

which allows us to identify the first and second functional derivatives of the

action in (A.45) directly in terms fo the Lagrangian L.

The stationary path condition implies that the first variation of Srqpt1qs

- the second term on the r.h.s. of (A.46) - vanishes at qcpt
1q, which means

that it is the solution of the Euler-Lagrange equation

BL

Bq

ˇ

ˇ

ˇ

ˇ

qc

´
d

dt1
BL

B 9q

ˇ

ˇ

ˇ

ˇ

qc

“ 0, (A.47)

or, in other words, the classical path of the system. Therefore, the main

contribution to the functional integral we are evaluating is the complex ex-

ponential of the action of the classical path qcpt
1q multiplied by a prefactor

given by the remaining Gaussian integral to be performed over paths mea-

suring the variations about qcpt
1q as in (A.23,A.24). However, instead of

discretizing the action as before we are going to present another way to

evaluate it.

Let us consider the eigenvalue problem involving the second variation of

the action, namely the last integral on the r.h.s. of (A.46). It reads
«

B2L

Bq2

ˇ

ˇ

ˇ

ˇ

qc

´
d

dt1

˜

B2L

B 9qBq

ˇ

ˇ

ˇ

ˇ

qc

¸

´
d

dt1

˜

B2L

B 9q2

ˇ

ˇ

ˇ

ˇ

qc

d

dt1

¸ff

δqpt1q “ λδqpt1q.

(A.48)

In order to carry on simpler expressions, but by no means losing generality,

let us consider the particular case of (A.13) that allows for a much simpler

eigenvalue problem

´M
d2

dt12
δqpt1q ´ V 2pqcpt

1qqδqpt1q “ λδqpt1q, (A.49)

which is a Schrödinger-like equation of a fictitious particle in a potential
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´V 2pqcpt
1qq described by a “wavefunction” δqpt1q with boundary conditions

δqptq “ δqp0q “ 0. Now, expanding the variation in the orthonormal basis

tϕnpt
1qu of the eingenstates of (A.49) as δqpt1q “

ř

n
cnϕnpt

1q and using the

orthogonality relation
t
ş

0

dt1ϕnpt
1qϕmpt

1q “ δmn we tranform the expansion of

the action (A.46) into

Srqpt1qs “ Srqcpt
1qs `

ÿ

n

1

2
λn c

2
n. (A.50)

Notice that the variations are now expressible in terms of variable coefficients

cn and then

Kpx, t;x1, 0q « exp
i

h̄
Srqcs

ż

...

ż

J
N
dc0 dc1...dcn... exp

i

2h̄

8
ÿ

n“0

λnc
2
n

(A.51)

where N was previously introduced in (A.12) as a normalization constant

and J is the Jacobian of the transformation from the element of integration
t
ś

t1“0

dqpt1q to
N
ś

n“0
dcn. These remaining integrals are of the Fresnel-type and

can be easily performed to yield

Kpx, t;x1, 0q «
1

NR

1
b

detrMB2
t1 ` V

2pqcqs
exp

i

h̄
Srqcs

(A.52)

where we have defined an effective normalization constant by

1

NR
” lim

nÑ8

„

J
N
p2πih̄qn{2



, (A.53)

and replaced d2{dt
12 by B2

t1 which applies to more general cases as well.

The problem is then the computation of the functional determinant in

the denominator of (A.52). Although it appears to be a hard task a theo-

rem demonstrated by Coleman (see; Coleman, 1988, page 340) allows us to

circumvent this problem. The theorem states that

det

«

´B2
t1 `W

p1qpt1q ´ λ

´B2
t1 `W

p2qpt1q ´ λ

ff

“
ψ
p1q
λ pt

1q

ψ
p2q
λ pt

1q
(A.54)

where W piqpt1q and ψ
piq
λ pt

1q, (i “ 1, 2), are such that

r´B2
t1 `W

piqpt1qsψ
piq
λ pt

1q “ λψ
piq
λ pt

1q (A.55)
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with ψ
piq
λ p0q “ 0 and Bt1ψ

piq
λ pt

1q|t1“0 “ 1. Therefore we can easily see that

detr´B2
t1 `W pt

1qs

ψ0ptq
(A.56)

must be independent of W pt1q and consequently we can use it to determine

the effective normalization constant NR. This can be done by comparing

the prefactor of (A.52) with that of an already known problem such as, for

example, the harmonic oscillator. Comparing (A.56) with (A.41,A.42), on

top of realizing that the previous prefactor has been obtained by solving

a differential equation as (A.55) for λ “ 0, we easily identify the effective

normalization constant as NR “
a

2πih̄{M .

It can also be shown (Schulman, 1981) that the prefactor can be written

further as

Gptq ”

d

M

2πih̄fptq
“

c

i

2πh̄

B2Scpx, x1, tq

BxBx1
(A.57)

which can be generalized to the multidimensional case as

Gptq “

g

f

f

edet

˜

i

2πh̄

B2Scpx,x1, tq

BxiBx1j

¸

. (A.58)

It should be stressed that expressions like (A.40) or (A.58) are only valid for

Gaussian forms, or, equivalently, within the stationary phase approximation

(Schulman, 1981). For general functionals the more elaborate discretized

version of the functional integral must be applied. Nevertheless, we must

mention that, in practice, once the propagator has the form (A.23) the

prefactor Gptq can always be determined through the unitarity condition

which reads

`8
ż

´8

dxKpx, t;x1, 0qK˚px, t;x2, 0q “ δpx1 ´ x2q. (A.59)

Once the action Scpx, x
1, tq in the exponent of Kpx, t;x1, 0q is a quadratic

function of x and x1 the integral in (A.59) can be easily performed and Gptq

finally determined without recourse to more sophisticated techniques.

A.2 Imaginary time path integrals

The representation of the matrix element Kpx, t;x1, 0q by the functional

(or path) integral (A.14) can also be used to represent the non-normalized
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density operator ρN px, x
1, βq of a system in thermodynamical equilibrium.

As we know,

ρN px, x
1, βq “ xx|e´Hβ|x1y, (A.60)

where β ” 1{kBT , which allows us to face the matrix element of the density

operator as the quantum mechanical propagator of the same system for

complex times

t “ ´ih̄β. (A.61)

Using then equation (A.14) and performing the change of variables as in

(A.61) we have

ρN px, x
1, βq “

x
ż

x1

Dxpτq exp´
1

h̄
SErxpτqs, (A.62)

where

SErxpτqs “

h̄β
ż

0

ˆ

1

2
M 9x2 ` V pxpτqq

˙

dτ, (A.63)

is the so-called ”Euclidean action” of the system. Now, in order to find the

normalized density operator all one has to do is to divide ρN px, x
1, βq by the

partition function Z “ trρN “
ş

ρN px, x, βq dx.

This representation of the quantum mechanical density operator can also

be seen as the integral of the functional

F rxpτqs “ exp´
1

h̄

h̄β
ż

0

V pxpτqqdτ, (A.64)

over the conditional Wiener measure (Schulman, 1981; Gelfand and Yaglom,

1960)

dW px, tq “ dx1...dxN´1

N
ź

k“1

c

M

2πh̄2ε
exp´

Mε

2h̄2

pxk ´ xk´1q
2

ε2
,

(A.65)

where dW px, tq means that one must include all paths connecting x1 at t1 “ 0

to x at t1 “ t. This measure was introduced in the context of the classical

theory of the Brownian motion (see Gelfand and Yaglom, 1960, and refer-

ences therein).

Finally, we must also emphasize that both representations (A.14) and

(A.62, A.63) can be generalized to an arbitrary number of components
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and/or dimensions of the system. Explicit applications of the imaginary

time version of the path integration are provided in appendix D.



Appendix B

The Markovian master equation

Along section 6.1 of this book we have shown that the reduced density

operator of a particle at a given time t can be written as in (4.61) with

J px, y, t;x1, y1, 0q given by (6.21), in the specific case of the minimal model.

As we have mentioned before, we are interested in deducing a differential

equation for ρ̃px, y, tq in the high-temperature limit, or else, when the expres-

sion for J px, y, t;x1, y1, 0q reduces to the form (6.23). Actually, it is shown

in section 7.1 that the high-temperature (or semi-classical) limit is not the

only situation in which (6.21) reduces to (6.23). Therefore, let us derive

a Markovian master equation assuming a more general memoryless super-

propagator where 2MγkBT Ñ DpT q. The explicit form of DpT q depends on

the specific limit one treats.

In order to proceed, we must write the evolution equation of ρ̃px, y, tq for

an infinitesimal time interval ε,

ρ̃px, y, t` εq “

ż

dx1 dy1 J px, y, t` ε;x1, y1, tq ρ̃px1, y1, tq, (B.1)

where the function Jpx, y, t` ε;x1, y1, tq can be approximated by

J px, y, t` ε;x1, y1, tq « 1

A2
exp

i

h̄
fpx, y, x1, y1q ˆ

ˆ exp
i

h̄

$

&

%

t`ε
ż

t

ˆ

1

2
M 9x2 ´ V0pxq

˙

dt1 `

t`ε
ż

t

ˆ

1

2
M 9y2 ´ V0pyq

˙

dt1

´

t`ε
ż

t

Mγ px 9y ´ y 9xq dt1

,

.

-

exp´
DpT q

h̄2

t`ε
ż

t

px´ yq2dt1 (B.2)

and A is a normalization constant. In (B.2) we have used the fact that any

regular path within an infinitesimal time interval can be approximated by
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a straight line and, therefore, the integrals over this short time interval is

equal to the integrand multiplied by a normalization constant.

Using that

9x «
x´ x1

ε
, 9y «

y ´ y1

ε
and

t`ε
ż

t

fpxpt1qqdt1 « εf

ˆ

x` x1

2

˙

, (B.3)

where x “ xpt` εq, y “ ypt` εq, x1 “ xptq and y1 “ yptq, those integrals in

(B.2) will be approximated in such a way that, when εÑ 0, equation (B.1)

becomes

ρ̃pt ` εq «

8
ż

´8

8
ż

´8

dβ1dβ2

A2
ˆ

ˆ exp

"

iMβ2
1

2εh̄
´
iεV0

h̄

ˆ

x´
β1

2

˙

´
iMβ2

2

2εh̄
`
iεV0

h̄

ˆ

y ´
β2

2

˙*

ˆ

ˆ exp

"

´
iMγ

h̄

ˆ

x´
β1

2

˙

β2 `
iMγ

h̄

ˆ

y ´
β2

2

˙

β1´

´
iMγ

h̄

ˆ

x´
β1

2

˙

β1 `
iMγ

h̄

ˆ

y ´
β2

2

˙

β2

*

ˆ

ˆ exp

"

´
DpT qε

h̄2 px´ yq2 ´
DpT qε

h̄2 px´ yqpβ1 ´ β2q´

´
DpT q

2h̄2 pβ1 ´ β2q
2

*

ρ̃px´ β1, y ´ β2, tq, (B.4)

where β1 ” x´ x1 and β2 ” y ´ y1.

Now we must evaluate the integral (B.4) when εÑ 0. In this limit, we see

that the first and third terms of the integrand oscillate very fast and then,

the main contribution to the integral comes from the the regions where

β1 « β2 « pεh̄{Mq
1{2 because in this region the phase of both exponentials

will change by an amount of order 1. One might also worry at this point

about the contribution of the region β1 « β2 « β, with finite β. In this case

the phase of the two exponentials together would change by an amount of

order 1 only when

∆β ” β1 ´ β2 «
εh̄

Mβ
,

and a direct inspection of (B.4) leads us to concluding that all the terms

depending on ∆β in its integrand will be Opε2q which allows us to neglect

the region β1 « β2 « β with finite β.
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Therefore, let us define new variables, β11 ” β1 ´ γpx ´ yqε and β12 ”

β2` γpx´ yqε, and expand ρ̃px´ β1, y´ β2, tq in (B.4) for β1 « β2 « 0 and

keep all terms of the order ε in the product. In terms of β11 andβ12 it reads

ρ̃px, y, tq ` ε
Bρ̃

Bt
«

8
ż

´8

8
ż

´8

dβ11dβ
1
2

A2
exp

iMβ121
2εh̄

exp´
iMβ122

2εh̄
ˆ

ˆ

"

ρ̃px, y, tq ´
Bρ̃

Bx
β11 ´

Bρ̃

By
β12 ´

Bρ̃

Bx
px´ yqγε `

Bρ̃

By
px´ yqγε`

`
1

2

B2ρ̃

Bx2
β121 `

B2ρ̃

BxBy
β11β

1
2 `

1

2

B2ρ̃

By2
β122 ´

iε

h̄
V0pxqρ̃ `

iε

h̄
V0pyqρ̃´

´
DpT qε

h̄2 px´ yq2ρ̃

*

(B.5)

The integrals are extended from ´8 to ` 8 because we know that their

main contribution comes from those regions about β1 « β2 « pεh̄{Mq1{2.

Evaluating the integrals above we have:

a) A term independent of ε which gives us the normalization constant; A2 “

2πεh̄{M .

b) A term proportional to ε which furnishes us with the desired master

equation;

Bρ̃

Bt
“ ´

h̄2

2Mi

B2ρ̃

Bx2
`

h̄2

2Mi

B2ρ̃

By2
´ γpx´ yq

ˆ

Bρ̃

Bx
´
Bρ̃

By

˙

`
pV0pxq ´ V0pyqq

ih̄
ρ̃´

DpT q

h̄2 px´ yq2ρ̃. (B.6)



Appendix C

Coherent state representation

In equation (6.61) we have written the Hamiltonian of a particle coupled

many bosons or fermions in one dimension in its second quantized form. In

so doing we naturally make use of the creation and annihilation operators

an and a:n which satisfy

ran, ams¯ “ ra
:
n, a

:
ms¯ “ 0 and ran, a

:
ms¯ “ δnm (C.1)

where the upper (lower) sign indicates the commutation (anticommutation)

relations between the bosonic (fermionic) operators. Notice that we have

changed our notation for commutators and anticommutators in this ap-

pendix only to describe them with the same symbol for bosons and fermions.

Since these new operators do not explicitly carry any dependence on the

coordinates and momenta of the particles, the path integral representation

previously deduced in appendix A is no longer useful for our needs. There-

fore, we will develop an alternative representation for the time evolution

of the system in the so-called coherent state representation. In order to do

that, let us restrict ourselves to working with a single mode just to simplify

matters. The generalization to many modes is straightforward and will be

presented opportunely.

A coherent state is defined as an eigenstate of the annihilation opera-

tor (see, for example, Louisell, 1990; Merzbacher, 1998; Negele and Orland,

1998)

a|αy “ α|αy ñ xα|a: “ α˚xα|, (C.2)

which apply either for bosons or fermions. Since these states are labelled

by the parameter (c-number) α and the operators obey either commutation

or anticommutation rules, we must properly define them in order to obtain

a represention consistent with the operator formalism. However, since the
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structure of the bosonic and fermionic c-numbers are quite different, as we

shall shortly see, we have decided to develop these two cases separately.

The bosonic case. An equivalent way to define the bosonic coherent state is

|αy ” Npαq exppαa:q|0y, (C.3)

where α is an ordinary complex number and Npαq is a normalization con-

stant. Expanding the exponential of the creation operator and using the

bosonic commutation relations for a and a:, one can easily show that this

alternative form does indeed obey (C.2). Let us then explore some features

of this state.

The first one refers to the internal product of two coherent states. Us-

ing the well-known Baker-Hausdorff formula which states that, whenever

rA, rA,Bss “ rB, rA,Bss “ 0,

expA`B “ expA expB exp´
1

2
rA,Bs, (C.4)

one can show that

xα|α1y “ N˚pα˚qNpα1q expα˚α1. (C.5)

Now, let us choose the normalization constant such that xα|αy “ 1 , which

implies that

|αy “ exp´
|α|2

2
exppαa:q|0y, (C.6)

and consequently

xα|α1y “ exp´
|α|2

2
exp´

|α1|2

2
expα˚α1 (C.7)

or

|xα|α1y|2 “ exp´|α´ α1|2, (C.8)

which means that the coherent states are only approximately orthogonal.

Another useful expression is the expansion of the coherent state in the

number eigenstate basis |ny which reads

|αy “
ÿ

n

|ny xn|αy “
ÿ

n

|ny xn| exp´
|α|2

2
exppαa:q|0y

“ exp´
|α|2

2

ÿ

n

|ny xn|
ÿ

k

pαa:qk

k!
|0y “ exp´

|α|2

2

ÿ

n

αn
?
n!
|ny, (C.9)
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with which one can deduce the probability of finding the component of the

coherent state |αy along |ny as the Poisson distribution

Pnpαq “
|α|2n

n!
exp´|α|2, (C.10)

where |α|2 “ xα|a:a|αy ” n̄ is the average of the number operator in |αy.

Moreover, this expansion can be used to deduce the overcompleteness rela-

tion

1

π

ż

d2α |αy xα| “
1

π

ż

dReα dImα |αy xα| “
1

2πi

ż

dα dα˚ |αy xα| “ 1,

(C.11)

which can be proved by using (C.9) with α “ ρ exp iθ, integrating over the

surface element ρ dρ dθ and finally using the completenes relation
ř

n
|ny xn| “

1. We can also make use of (C.11) to define the integration measure previ-

ously introduced in (6.63) as

dµpαq ”
d2α

π
“
dReα dImα

π
“
dαdα˚

2πi
. (C.12)

One last step towards the development of a new representation for the

quantum mechanical propagator is the representation of a general normally

ordered operator Â in terms of coherent states. This ordering procedure

means that all creation operators must be placed on the left of the annihi-

lation operators. In this way,

Â “
ÿ

nm

Anma
:m an, (C.13)

which is an already normally ordered operator, has its matrix elements in

the coherent state representation given by

xα|Â|α1y ” Apα˚, α1q “
ÿ

nm

Anmα
˚m α1n. (C.14)

Notice that all the above introduced concepts can be easily generalized to

multimode states. All we do is extend our previous definitions concerning

the single mode coherent state to the multimode case whenever the com-

mutation relations established in (C.1) allow us to do so. For example, we

can start generalizing the expression of the normalized coherent state to the

multimode case as

|αy ” |α1, ..., αn...y “ exp´
ÿ

n

|αn|
2

2
exp

´

ÿ

n

αna
:
n

¯

|0y, (C.15)
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and consequently,

xα|α1y “ exp´
ÿ

n

|αn|
2

2
exp´

ÿ

n

|α1n|
2

2
exp

ÿ

n

α˚nα
1
n. (C.16)

The integration measure can also be straightforwardly extended to

dµpαq ”
ź

n

d2αn
π

“
ź

n

dReαn dImαn
π

“
ź

n

dαndα
˚
n

2πi
. (C.17)

Now we can apply this representation to any time evolution operator

whenever it is described in terms of bosonic operators. Let us start with a

proper generalization of (A.1) in order to deal with explicitly time dependent

Hamiltonians

Kpα˚, t;α1, 0q “ xα|T exp´
i

h̄

t
ż

0

dt1Hpt1q|α1y, (C.18)

where T stands for the well-known time ordering operator (see, for example,

Fetter and Walecka, 2003) which applied to the exponential operator means

that each term of its the expansion must properly ordered.

Proceeding analogously to what we have done in (A.2,A.3) we can split

the time interval r0, ts into infinitesimal ones of length ε and write

Kpα˚, t ;α1, 0q “ xαN |
N´1
ź

j“0

T exp´
i

h̄

pj`1qε
ż

jε

dt1Hpt1q|α0y, (C.19)

where α “ αN and α1 “ α0 are the fixed endpoints of integrand. In the limit

εÑ8 we can further write

Kpα˚, t ;α1, 0q « xαN |
N´1
ź

j“0

exp´
i

h̄
εHptjq|α0y, (C.20)

where inserting the identity operator (C.11) with appropriately chosen in-

tegration variables αk (k “ 1, ..., N ´ 1) between any two infinitesimal time

evolution operator we end up with

Kpα˚, t ;α1, 0q “

#

N´1
ź

j“1

ż

d2αj
π

+

N´1
ź

j“0

xαj`1| exp´
i

h̄
εHptjq|αjy. (C.21)

Notice that discretizing the time and associating a bosonic operator to each

instant has naturally led us to deal with a multidimensional coherent state

representation of bosonic opertors.
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Now, we expand the complex exponentials above up to first order in ε to

get

Kpα˚, t ;α1, 0q «

#

N´1
ź

j“1

ż

d2αj
π

+

N´1
ź

j“0

xαj`1|αjy

ˆ

1´
iε

h̄

xαj`1|Hptjq|αjy
xαj`1|αjy

˙

,

(C.22)

whose term in parenthesis can be re-exponentiated and gives

Kpα˚, t ;α1, 0q «

#

N´1
ź

j“1

ż

d2αj
π

+

N´1
ź

j“0

xαj`1|αjy exp´
N´1
ÿ

j“0

i

h̄
εHj`1,j ,

(C.23)

where

Hj`1,j ” Hpα˚j`1, αjq “
xαj`1|Hptjq|αjy
xαj`1|αjy

,

is the matrix element of the Hamiltonian operator in the coherent state

representation. Expression (C.23) can also be rewritten in a more convenient

way if one uses (C.7) for xαj`1|αjy which leads us to

Kpα˚, t ;α1, 0q «

#

N´1
ź

j“1

ż

d2αj
π

+

exp
i

h̄

N´1
ÿ

j“0

ε

"

ih̄

2
α˚j`1

pαj`1 ´ αjq

ε
´

´
ih̄

2

pα˚j`1 ´ α
˚
j q

ε
αj ´Hj`1,j

*

. (C.24)

Once we have come this far we can perform the limit εÑ 0 (N Ñ 8) in

(C.24) and write

Kpα˚, t ;α1, 0q “

ż

Dµpαpt1qq exp
i

h̄
Srαpt1q, α˚pt1qs, (C.25)

where

Dµpαpt1qq ” lim
NÑ8

#

N´1
ź

j“1

ż

d2αj
π

+

, (C.26)

is the bosonic path integration measure and

Srαpt1q, α˚pt1qs ”

t
ż

0

dt1
"

ih̄

2

“

α˚pt1q 9αpt1q ´ αpt1q 9α˚pt1q
‰

´Hpα˚, αq
*

(C.27)

is the bosonic action.

Similarly to what we have done in appendix A for the conventional rep-

resentation of path integrals in the configuration space there are two ways
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of solving it. The first one is to return to the discretized version (C.24) and

solve the resulting multidimensional integral by whatever method proves to

be appropriate for the manoeuvre. This procedure would be equivalent to the

ones we have employed to solve the free particle and quadratic Lagrangians

in appendix A.

Another alternative has also been presented in appendix A and refers to

the stationary phase approximation. In the latter we have to expand the

action functional (C.27) about its stationary complex “paths” αcpt
1q which

means that, if one writes αpt1q “ αcpt
1q ` δαpt1q,

Srαpt1q, α˚pt1qs “ Srαcpt
1q, α˚c pt

1qs `

t
ż

0

dt1

«

δαpt1q
δS

δα

ˇ

ˇ

ˇ

ˇ

αc

` δα˚pt1q
δS

δα˚

ˇ

ˇ

ˇ

ˇ

αc

ff

`
1

2

t
ż

0

dt1

«

δ2αpt1q
δ2S

δα2pt1q

ˇ

ˇ

ˇ

ˇ

αc

` δ2αpt1qδ2α˚pt1q
2δ2S

δα2pt1qδα˚2pt1q

ˇ

ˇ

ˇ

ˇ

αc

`

` δ2α˚pt1q
2 δ2S

δα˚2pt1q

ˇ

ˇ

ˇ

ˇ

αc

ff

, (C.28)

where the first functional derivatives

δS

δα˚

ˇ

ˇ

ˇ

ˇ

αc

“ ih̄
Bαc
Bt
´
BH
Bα˚

ˇ

ˇ

ˇ

ˇ

αc

“ 0, and

δS

δα

ˇ

ˇ

ˇ

ˇ

αc

“ ´ih̄
Bα˚c
Bt

´
BH
Bα

ˇ

ˇ

ˇ

ˇ

αc

“ 0, (C.29)

which must obey the boudary conditions αcp0q “ α1 and α˚c ptq “ α˚. Notice

that although α and α˚ are complex conjugate of one another one has to

be very careful in treating the two equations of motion in (C.29). Since

they are first order in time , establishing the conditions for αcpt
1q at t1 “ 0

(α˚c pt
1q at t1 “ t) uniquely determines its value at t1 “ t (t1 “ 0). Therefore,

the imposition that one equation must the complex conjugate of the other

would lead us to an overdetermined problem (see, for example, Baranger

et al., 2001). The way out of this dilemma is to replace αcpt
1q Ñ upt1q and

α˚c pt
1q Ñ vpt1q where upt1q and vpt1q are independent complex variables such

that

up0q “ u1 “ α1 and vptq “ v “ α˚. (C.30)

In other words we are saying that one should regard α˚pt1q as a new indepen-

dent complex variable ᾱpt1q which is not necessarily the complex conjugate

of αpt1q at any t1.
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The solutions of the equations of motion (C.29) for upt1q and vpt1q with

the boundary conditions specified above allow us to calculate uptq “ u ‰ α

and vp0q “ v1 ‰ α1˚, respectively. These solutions are then used to evaluate

the classical action Sc ” Srαcpt
1q, α˚c pt

1qs in (C.28). However, some care must

be taken in so doing (Baranger et al., 2001). If we return to the discretized

form of (C.27) in (C.24) we easily see that the endpoints showing up there

at t1 “ t and t1 “ 0 are respectively |α|2 and |α1|2 , instead of uα˚ and v1α1,

which would be the only possible endpoint dependence coming from the

evaluation of Sc with the classical solutions upt1q and vpt1q. In order to correct

this mistake we must subtract from Sc the wrong endpoint contribution

and replace it by the correct one. Therefore, we should make the following

replacement in (C.28);

Srupt1q, vpt1qs Ñ Srupt1q, vpt1qs ´
ih̄

2
puα˚ ` v1α1q `

ih̄

2
p|α|2 ` |α1|2q,

(C.31)

which accounts for the exponential contribution to (C.25).

The remaining contribution to the latter comes from the second and third

lines on the rhs of (C.28) and refer to the second functional derivative of the

action at αcpt
1q, δ2S, which in terms of these newly defined functions can be

cast into the form

δ2S “
1

2

t
ż

0

dt1
`

z̄pt1q, zpt1q
˘

¨

˚

˝

ih̄ B
Bt1 ´

B2H
BαBᾱ ´B

2H
Bᾱ2

´B
2H
Bα2 ´ih̄ B

Bt1 ´
B2H
BαBᾱ

˛

‹

‚

¨

˝

zpt1q

z̄pt1q

˛

‚

(C.32)

where all the path dependent partial derivatives must be taken at αpt1q “

upt1q and ᾱpt1q “ vpt1q, and zpt1q ” δαpt1q “ αpt1q´upt1q and z̄pt1q ” δᾱpt1q “

ᾱpt1q ´ vpt1q must be treated as independent variations which obey zp0q “

z̄ptq “ 0.

Notice that (C.32) is once again a bilinear form in the variations and as

such its functional integration can be performed by either method we have

presented in appendix A resulting in a time dependent function GBptq. On

top of that, the remaining integrals we have to evaluate in (6.67) are all

multidimensional complex Gaussian integrals over the endpoints α,α1,α˚

and γ 1˚, and therefore we think it is time to briefly sketch the strategy

for evaluating Gaussian integrals for coherent states. For a very thorough

treatment of the latter in a slightly different context, we refer the reader to

(Baranger et al., 2001).

Our starting point is the well-known result of complex Gaussian integrals
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(Fresnel integrals)

`8
ż

´8

dx
?

2πi
exp

´ i

2
xAx

¯

“ A´1{2 (C.33)

for A ą 0, which can readly be generalized to the multidimensional case as

ź

n

`8
ż

´8

dxn
?

2πi
exp

´ i

2

ÿ

n

xnAnxn

¯

“

´

ź

n

An

¯´1{2
. (C.34)

If the exponent is given by a real bilinear form i{2
ř

nm
xnAnmxm, where Anm

is a real symmetric positive matrix, there is an orthogonal transformation

which brings the exponent to the form (C.34), with An being the eigenvalues

of A, and also leaves the integration measure unchanged. Then,

ź

n

`8
ż

´8

dxn
?

2πi
exp

´ i

2

ÿ

nm

xnAnmxm

¯

“ pdetAq´1{2. (C.35)

The latter result can be further generalized to the complex case. If we

replace the previous exponent by i{2
ř

nm
z˚nAnmzm where zn is a complex

number and A is now a Hermitian and positive matrix, there is a unitary

transformation that diagonalizes A and the former result holds for both the

real and imaginary parts of zn yielding

ź

n

`8
ż

´8

dzn
?

2πi

dz˚n?
2πi

exp
´ i

2

ÿ

nm

z˚nAnmzm

¯

“ pdetAq´1. (C.36)

From (C.36) we easily recognize the integration measure dµpzq of our

coherent state integrals. Therefore, one must first bring the integral to this

bilinear form and then evaluate the resulting determinant as, for example,

in (6.71).

Note that in evaluating the previously defined prefactor GBptq by this

method, one still has to deal with the continuum limit of the final expression

as we have done in (A.35, A.36 ). Nevertheless, its lengthy explicit evaluation

can be avoided if we remember that it can be always computed with the help

of the unitarity condition of the time evolution operator, which, with the

help of (C.7) and (C.11), reads

xα1|α2y “

ż

dµpαqKpα˚, t;α2, 0qK˚pα, t;α1˚, 0q “
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“ exp´
|α1|2

2
exp´

|α2|2

2
expα1˚α2, (C.37)

in analogy with (A.59). Notice that K˚pα, t;α1˚, 0q “ rKpα˚, t;α1, 0qs˚, as

usual.

The fermionic case. Once we have developed the concept of the coherent

state representation for bosonic operators we shall try to create a “c-number”

representation for fermionic operators as well. However, due to the anticom-

mutation relations obeyed by different fermionic operators in (C.1), there is

no way to reproduce the correct properties of fermions using a representation

in terms of ordinary complex numbers (Negele and Orland, 1998). Instead,

what one should do is to work with a set of anticommuting variables (actu-

ally generators of an algebra) which are called Grassmann variables and are

defined in the following way.

Given a set of 2N Grassmann variables tξ˚i , ξiu, pi “ 1, ...Nq, where

pξiq
˚ “ ξ˚i is the variable conjugate to ξi, they , by definition, obey

tξi, ξju “ tξ
˚
i , ξ

˚
j u “ tξi, ξ

˚
j u “ ξ2

i “ ξ˚i
2
“ 0. (C.38)

Moreover these anticommutation relations also hold between any Grassmann

variable of the set tξ˚i , ξiu and the fermionic operators cn and c:n which means

tξi, cju “ tξ
˚
i , c

:
ju “ tξi, c

:
ju “ tξ

˚
i , cju “ 0. (C.39)

Other important properties of the Grassmann variables are that

pξ˚nq
˚ “ ξn; pλξnq

˚ “ λ˚ξ˚n if λ P C and

pξ1...ξn...q
˚ “ ...ξ˚n...ξ

˚
1 . (C.40)

Equipped with these definitions and properties we can now define our single

mode fermionic coherent state as

|ξy “ exp´
ξ˚ξ

2
exp´pξc:q|0y, (C.41)

which after having its exponential terms expanded reads

|ξy “

ˆ

1´
ξ˚ξ

2

˙

p1´ ξc:q|0y “

ˆ

1´ ξc: ´
ξ˚ξ

2

˙

|0y. (C.42)

Using again the Grassmann varibles properties one can easily show that

c|ξy “ ξ|ξy, as desired, and also that

xξ|ξ1y “ exp´
ξ˚ξ

2
exp´

ξ1˚ξ1

2
exp ξ˚ξ1 (C.43)

which has the same form as the same relation for bosonic coherent states



282 Coherent state representation

(C.7). The only difference is that we are explicitly keeping ξ˚ξ in our nota-

tion instead of |ξ|2 because the latter does not make sense for Grassman

variables since ξ˚ξ “ ´ξξ˚.

The generalization of (C.41) to the multimode case is also straightforward

since rξici, ξ
˚
j c
:
js “ 0 and reads

|ξy “ exp´
ÿ

i

ξ˚i ξi
2

exp´
ÿ

i

pξic
:
i q|0y, (C.44)

which allows us to deduce

xξ|ξ1y “ exp´
ÿ

i

ξ˚i ξi
2

exp´
ÿ

i

ξ1˚i ξ
1
i

2
exp

ÿ

i

ξ˚i ξ
1
i. (C.45)

In order to follow the same steps of the obtainment of the functional

integral representation for the bosonic propagator, we need some other def-

initions concerning the Grassmann variables.

Let us start with the definition of an analytic function of a Grassmann

variable ξ. A function fpξq is said to be analytic in ξ if it admits a power

series expansion

fpξq “ f0 ` f1ξ ` f2ξ
2 ` ... (C.46)

where fn P C. But, by the properties of the Grassmann variables, we know

that ξn “ 0 if n ą 1, which leaves us with the linear function

fpξq “ f0 ` f1ξ. (C.47)

One can then take the complex conjugation of this expression to write the

expression of an analytic function of ξ˚ as

rfpξqs˚ “ f˚pξ˚q “ f˚0 ` f
˚
1 ξ
˚. (C.48)

Now, we extend these definitions to functions of ξ and ξ˚ which we frequently

have to deal with and write

Apξ˚, ξq “ a0 ` a1ξ ` a
˚
1ξ ` a12ξ

˚ξ. (C.49)

Armed with these definitions one can easily establish the properties of the

derivatives of functions of ξ and ξ˚ as

Bξfpξq “ f1

Bξ˚f
˚pξ˚q “ f˚1

Bξpξ
˚ξq “ ´Bξpξξ

˚q “ ´ξ˚ (C.50)
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and consequently

BξApξ
˚, ξq “ a1 ´ a12ξ

˚

Bξ˚Apξ
˚, ξq “ a˚1 ` a12ξ

Bξ˚BξApξ
˚, ξq “ ´BξBξ˚Apξ

˚, ξq “ ´a12, (C.51)

where the latter equation implies that BξBξ˚ “ ´Bξ˚Bξ and B2
ξ “ B

2
ξ˚ “ 0.

Now, let us turn to the most pertinent definitions for our present purposes,

namely, the “definite” integral over Grassmann variables. These read (see

the reasoning for the forthcoming definitions in (Negele and Orland, 1998)),
ż

dξ1 “

ż

dξBξξ “ 0
ż

dξξ “ 1. (C.52)

If one compares the definitions of the derivatives to the ones of integrals, it

becomes clear that for Grassmann variables
ż

dξ ô Bξ. (C.53)

Other easily derivable results using (C.52) are
ż

dξfpξq “ f1

ż

dξApξ˚, ξq “ a1 ´ a12ξ
˚

ż

dξ˚Apξ˚, ξq “ a˚1 ` a12ξ
ż

dξ˚dξApξ˚, ξq “ ´

ż

dξdξ˚Apξ˚, ξq “ ´a12. (C.54)

These results together with our definition of multimode fermionic coher-

ent states finally make it possible to show the overcompleteness fermionic

relation
#

ź

n

ż

dξ˚ndξn

+

|ξyxξ| “ 1 (C.55)

which also defines the integration measure as

dµpξq ”

#

ź

n

ż

dξ˚ndξn

+

. (C.56)

Given all that, we can follow step by step the development of the bosonic
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functional representation of the evolution operator from (C.19) to (C.25)

only taking care of the ordering of the Grassmann variables. The only dif-

ference between the resulting fermionic functional integral and the bosonic

one is the measure of integration and the commutation relation obeyed by

the variables of integration at different times. Once again, we can solve this

functional integral by either reducing it back to its discretized version and

evaluating a multidimensional Gaussian integral over Grassmann variables

or employing the stationary phase approximation which leads us to the al-

ready familiar product of a prefactor, GF ptq, with the complex exponential

of the classical action. The fermionic prefactor, GF ptq, is the functional inte-

gral of the complex exponential of the second variation of the action (C.32)

where now, zpt1q and z̄pt1q are Grassmann variables. Therefore, we proceed

exactly as before with the only difference that the Gaussian integrals we

have to evaluate are over Grassmann variables. Actually, the most general

form with which one usually ends up is

ź

n

ż

dξndξ
˚
n exp

´ i

2

ÿ

nm

ξ˚nAnmξm

¯

. (C.57)

Performing a similarity transformation in the exponent of (C.57) with the

help of a unitary operator and applying the rules of integration of Grassmann

variables to the resulting integral one has

ź

n

ż

dζndζ
˚
n exp

´ i

2

ÿ

n

ζ˚nAnζm

¯

“
ź

n

An “ detA. (C.58)

where An are the eigenvalues of A. Therefore, we see that the only difference

between the functional integrals in the bosonic and fermionic cases lies in

the final form of the prefactors through the power of the determinant of the

operator that appears in the second variation of the action. Here we should

stress that our results are only valid for a 2N dimensional set of Grassmann

variables. For an N dimensional set there appears a term
?

detA instead.



Appendix D

Euclidean methods

In this appendix, it is our intention to employ the path integral method to

study the low energy sector of some physical systems. We shall be particu-

larly interested in the dynamics of a single particle in a general potential.

Our starting point is the well-known path integral representation of the

equilibrium density operator of the system at temperature T “ pkBβq
´1

which reads (Feynman and Hibbs, 1965)

ρpx, y, βq “ xx|e´βH|yy “

x
ż

y

Dqpτq e´SErqpτqs{h̄ (D.1)

where

SErqpτqs “

h̄β
ż

0

dτ LEpq, 9qq and LEpq, 9qq “
1

2
M 9q2 ` V pqq. (D.2)

This is called the Euclidean version of Feynman’s theory. It should be noticed

that the Euclidean Lagrangian is the one of a particle in a potential ´V pqq.

Now, inserting the completeness relation
ř

n |ψnyxψn| “ 1 of the eigenstates

|ψny of H on each side of the exponential in the middle of (D.1), we have

ρpx, y, βq “ xx|e´βH|yy “
8
ÿ

n“0

ψnpxqψ
˚
npyq e

´βEn . (D.3)

The leading term of this expansion when β Ñ8 is given by ψ0pxqψ
˚
0 pyqe

´βE0

where E0 denotes the ground state energy of the system. Thus, with the help

of (D.1) one can write

lim
βÑ8

x
ż

y

Dqpτq e´SErqpτqs{h̄ « ψ0pxqψ
˚
0 pyq e

´βE0 . (D.4)
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It may also happen that we need to consider other En when we deal with

many degenerate minima of the potential V pqq (see below).

From now on we are going to evaluate the path integral in (D.4) in order

to compute the lowest energy levels of the system. However, we all know

that only very few examples of functional integrals can be solved exactly

and then we shall employ a particular approximation method to achieve

our goal. In our specific case, the most appropriate one turns out to be the

stationary phase method which is very suitable in the semiclassical limit,

h̄Ñ 0.

Then let us start expanding the Euclidean action SE about the solution

of the equation

δSE
δq

ˇ

ˇ

ˇ

ˇ

ˇ

qc

“ ´M :qc ` V
1pqcq “ 0, (D.5)

where qcp0q “ y and qcph̄βq “ x when h̄β Ñ8. Then we have

SErqpτqs » SErqcpτqs `
1

2

h̄β
ż

0

h̄β
ż

0

dτ 1 dτ2 δqpτ 1q δqpτ2q
δ2SE

δqpτ 1q δqpτ2q

ˇ

ˇ

ˇ

ˇ

ˇ

qc

,

(D.6)

where

δ2SE
δqpτ 1q δqpτ2q

ˇ

ˇ

ˇ

ˇ

ˇ

qc

“ ´M
d2

dτ 12
δpτ 1 ´ τ2q ` V 2pqcqδpτ

1 ´ τ2q, (D.7)

and δqpτ 1q “ qpτ 1q ´ qcpτ
1q, which implies that δqph̄βq “ δqp0q “ 0. With

this boundary condition we can expand the variations δqpτ 1q in a basis of

orthogonal functions that vanish at the same points. Therefore,

δqpτ 1q “
8
ÿ

n“0

cnqnpτ
1q with qnph̄βq “ qnp0q “ 0 and

h̄β
ż

0

dτ 1 qnpτ
1q qmpτ

1q “ δmn. (D.8)

Using (D.8) and (D.9) in (D.6) we have

SErqpτ
1qs Ñ SEpc0, ..., cn, ...q “ SErqcs `

1

2

8
ÿ

n“0

λnc
2
n. (D.9)

Thus, we have been able to reduce our functional integral (D.4) to an integral
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over the discrete set tcnu as

x
ż

y

Dqpτq e´SErqpτqs{h̄ « e´SErqcs{h̄
J
N

ż

...

ż

dc0 dc1 ...dcn ... exp´
ÿ

n

λnc
2
n

2h̄
,

(D.10)

where the variations δqpτ 1q of the paths qpτ 1q have been replaced by the vari-

ations of tcnu. In (D.10), J is the Jacobian of the transformation δqpτ 1q Ñ

tcnu and N is the already known normalization factor for functional inte-

grals. Performing this integration one has

x
ż

y

Dqpτq e´SErqpτqs{h̄ « e´SErqcs{h̄
J
N

ź

n

˜

2πh̄

λn

¸1{2

”
1

NR

˜

1

detr´MB2
τ ` V

2pqcqs

¸1{2

e´SErqcs{h̄,

(D.11)

where NR ” N {pJ
ś

n

?
2πh̄q and

ś

n λn is obviously the determinant of

the operator δ2SE{δqpτ
1q δqpτ2q|qc . Despite its elegant and compact form,

(D.11) must be carefully analyzed for each specific case in which one is

interested.

D.1 Harmonic approximation

Let us now specialize (D.11) to the cases where the potential V pqq has only

one isolated non-degenerate minimum, say at q “ 0, and is bounded below.

Moreover, suppose we want to compute only the matrix element ρp0, 0, βq by

evaluating that functional integral. Then, the only possible solution of (D.5)

with the appropriate boundary condition is a constant solution qcpτq “ 0.

The value assumed by the classical Euclidean action is SErqcs “ 0. We

are then left with the computation of the prefactor of (D.11). This can be

done by directly computing the determinant of the operator ´MB2
τ `V

2p0q

and the normalization factor NR or by explicit use that, when V 2p0q ”

Mω2 ‰ 0, (D.1) is the equilibrium density operator of a harmonic oscillator

of frequency ω (see (6.7)) at x “ y “ 0. In the limit of large h̄β this reads

1

NR

˜

1

detr´MB2
τ `Mω2s

¸1{2

«

˜

Mω

πh̄

¸1{2

exp´
h̄ωβ

2
, (D.12)
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which inserted in (D.4) allows us to identify |ψnp0q|
2 “ pMω{πh̄q1{2 and

E0 “ h̄ω{2 as expected.

D.2 Bistable potential

Now we want to treat the problem of a particle in a bistable potential as the

one in fig. 9.1. In order to simplify our notation we shall write the positions

of the minima as ˘q0{2 “ ˘a.

In this case it is very easy to see that there is a solution of (D.5) that

interpolates between ´a and a (instantons) or between a and ´a (anti-

instantons) within the imaginary time interval h̄β Ñ8. These are solutions

of zero Euclidean energy in the inverted potential of fig. 9.2 and turn out to

have finite action which will be important in the evaluation of the path inte-

gral (D.1) if one wishes to compute the matrix elements ρpa, aq “ ρp´a,´aq

and ρpa,´aq “ ρp´a, aq of the density operator in that expression. The

instanton (and also the anti-instanton) solution is easily obtained by the

integration of the equation

1

2
M 9q2

c ´ V pqcq “ 0 (D.13)

where qcp´h̄β{2q “ ´a and qcph̄β{2q “ a.

This solution rests at ´a for a long time and about a given instant

(the center of the instanton) makes a quick excursion to a, where it rests

again for another long period. The anti-instanton does the same only ex-

changing a by ´a. Since these solutions contain quick excursions from one

maximum (of the inverted potential) to the other, we can imagine that a

dilute gas of instantons followed by anti-instantons would also be a solu-

tion of (D.5) and, therefore, in order to evaluate matrix elements such as

ρpa, aq “ ρp´a,´aq we would need an even number of objects (excursions)

whereas for ρpa,´aq “ ρp´a, aq we need an odd number of them.

So, if we want to evaluate (D.11) we need to consider three points:

a) If the action due to a single object is B, the action due to N of them will

be NB. The computation of B is quite straightforward. As the instanton (or

anti-instanton) is a solution of zero Euclidean energy (see (D.13)) it allows

us to write

SErqcs “

8
ż

´8

dτ 1

#

1

2
M 9q2

c ` V pqcq

+

“

8
ż

´8

dτ 1M 9q2
c ” B (D.14)

and then NB{h̄ will be the exponent of (D.11).
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b) The term involving the second functional derivative of SErqcs can also be

evaluated in a simple way for N objects. Since the solution differs from the

constant value at either maxima only for those rapid excursions from one to

the other, let us assume the prefactor in (D.11) can be written as

1

NR

˜

1

detr´MB2
τ ` V

2pqcqs

¸1{2

“
KN

NR

˜

1

detr´MB2
τ `Mω2s

¸1{2

“ KN

˜

Mω

πh̄

¸1{2

exp´
h̄ωβ

2
, (D.15)

where the term involving the determinant on the rhs is due to trivial solu-

tions qc “ ˘a and Mω2 ” V 2p˘aq. Notice that we have used our previous

result (D.12).

c) Finally, as there is no restriction to the N instants τ̄i when the ith excur-

sion takes place, we must integrate over all of them, or

lim
βÑ8

h̄β{2
ż

´h̄β{2

dτ̄1

τ̄1
ż

´h̄β{2

dτ̄2...

τ̄N´1
ż

´h̄β{2

dτ̄N “ lim
βÑ8

ph̄βqN

N !
. (D.16)

Now, collecting all these points we get, from (D.1),

ρp´a,´a, βq “ ρpa, a, βq “

˜

Mω

πh̄

¸1{2

exp´
h̄ωβ

2

ÿ

even N

pKe´B{h̄h̄βqN

N !

(D.17)

whereas ρpa,´a, βq “ ρp´a, a, βq is given by the same expression summed

over odd N . Performing the summations we get

ρp˘a,´a, βq “

˜

Mω

πh̄

¸1{2

exp´
h̄ωβ

2
ˆ

ˆ
1

2

«

exppKe´B{h̄h̄βq ¯ expp´Ke´B{h̄h̄βq

ff

. (D.18)

Comparing these expressions to (D.3) for the two lowest energy eigenstates

of H, |ψEy ” |`y and |ψOy ” |´y, one gets

E˘ “
h̄ω

2
¯ h̄Ke´B{h̄ (D.19)

where E˘ denote the energy eigenvalues corresponding to the above defined
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eigenstates. We can also identify

|x`|˘ ay|2 “ |x´|˘ ay|2 “ x`|´ ayxa|`y “ ´x´|´ ayxa|´y “
1

2

˜

Mω

πh̄

¸1{2

.

(D.20)

The only thing left to be done is the determination of K. For this, we are

going to study (D.11) for a single instanton. To start, let us notice that 9qcpτq

is an eigenstate of ´MB2
τ ` V

2pqcq with zero eigenvalue. This is easily seen

if we derive (D.5) with respect to τ which yields

´MBτ :qc ` V
2pqcq 9qc “ ´MB

2
τ 9qc ` V

2pqcq 9qc “ 0, (D.21)

confirming what we have just said. As the determinant of this operator

appears in the denominator of (D.11), we apparently have a problem with

the existence of this eigenvalue. We will show next that this is not the case.

Let us take the function q0 in (D.8) as the one with zero eigenvalue.

Notice that it also happens to be the ground state of this operator since it

is a nodeless function. In this case, due to the normalization of the q1ns, we

have

q0pτq “
9qcpτq

|| 9qc||
“

˜

B

M

¸1{2

9qcpτq, (D.22)

where we have used (D.14). The variation of any function qpτ 1q in the direc-

tion q0pτ
1q can be written as

δqpτ 1q “ dc0 q0pτ
1q “

dqcpτ
1q

dτ 1
dτ̄ . (D.23)

Inserting (D.22) into (D.23) we conclude that

dc0
?

2πh̄
“

˜

B

2πh̄M

¸1{2

dτ̄ , (D.24)

and, therefore the integration over δc0{
?

2πh̄ is nothing but the integration

over the center of a single instanton. Fortunately, this integration has been

explicitly performed in (D.16) for N “ 1. Thus, from the definition of K in

(D.15) and the one instanton contribution for (D.17), one can suppress the

zero eigenvalue from the evaluation of the determinant and multiply it by

pB{2πh̄Mq1{2. The expression for K finally reads

K “

˜

B

2πMh̄

¸1{2˜

detp´MB2
τ `Mω2q

det1p´MB2
τ ` V

2pqcqq

¸1{2

(D.25)
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Where det1 means that the zero eigenvalue must be omitted from the eval-

uation of the ratio of determinants.

D.3 Metastable potential

Now we want to study the problem of the decay of a particle initially placed

at the minimum of a cubic potential as the one in fig. 8.1 via quantum

mechanical tunnelling.

In order to compute the tunnelling rate of a particle in this potential, we

need to establish a method that allows us to compute the imaginary part of

the energy of an approximate eigenstate within the metastable well. In this

way,

ψpq, tq9e´ipER`iEIqt{h̄, (D.26)

which implies that (for EI ă 0)

ψ˚pq, tqψpq, tq9e´2|EI |t{h̄, (D.27)

and then

Γ “
2|EI |

h̄
(D.28)

is the tunnelling rate we want to compute. A more refined argument for this

hypothesis can be found in (Langer, 1967).

Our starting point to the obtainment of EI is again (D.1) from which

we have been successfully addressing the low energy sector of our systems.

However, a word of caution is now necessary. Expressions such as (D.3) and

(D.4), only make sense for eigenstates and energy eigenvalues of potentials

bounded below, which is not the case now. Therefore, we must face them as

expressions depending on a given control parameter ε that may change the

shape of the potential. Suppose, for instance, that for ε ą 0 the potential is

well-behaved and bounded below. Therefore, we can safely implement our

path integral approach and interpret the results as before. However, as one

changes ε to negative values suppose the global minimum of the potential

becomes local and the function is no longer bounded below. Usually, the re-

sulting expressions from (D.3) or (D.4) do not make sense unless we perform

an appropriate analytical extension of them for negative values of ε. That is

exactly what we do in what follows.

The procedure to solve the present problem is very similar to what we

have done for the bistable potential.

Now, on top of having the trivial constant solution qcpτq “ 0 to (D.5),

there is another one that stays at the local maximum q “ 0 ( in the inverted
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potential in fig. 8.2) for a very long imaginary time, makes a rapid excursion

to q0 at τ̄ and returns to the original configuration. The whole motion lasts

h̄β Ñ 8. This is the so-called bounce solution. They are also solutions of

zero Euclidean energy in the inverted potential (fig. 8.2) and turn out to

have finite action. Therefore we can compute their contribution to the path

integral (D.1) through the evaluation of the matrix elements ρp0, 0q of the

density operator in that expression. The bounce is easily obtained by the

integration of the equation (D.13) with the boundary condition qcp˘h̄β{2q “

0.

Contrary to what we have seen for the bistable potential where there were

instantons and anti-instantons, the bounce is symmetric about its center τ̄

and it is the only non-trivial solution there is for (D.11). Actually, since

the excursions to q0 are very rapid, N widely spaced bounces will also be a

solution of (D.11) with the appropriate boundary conditions.

So, in order to evaluate (D.11) for x “ y “ 0, we need to consider again

the three essential points of the previous section. Those still hold here and

therefore expressions as (D.14), (D.15) and (D.16) can be used in our present

case with the only difference that instantons and anti-instantons are now

replaced by bounces due to the new boundary conditions.

Using our conclusions from the items (a), (b) and (c) of the previous

section we can compute

ρp0, 0, βq “

˜

Mω

πh̄

¸1{2

exp´
h̄ωβ

2

ÿ

N

pKe´B{h̄h̄βqN

N !

“

˜

Mω

πh̄

¸1{2

exp´
h̄ωβ

2
exppKe´B{h̄h̄βq, (D.29)

where now Mω2 ” V 2p0q.

Comparing this expression with (D.4) for x “ y “ 0 one gets

E0 “
h̄ω

2
´ h̄Ke´B{h̄, (D.30)

from which we realize that the only effect of the bounce solution is to intro-

duce an exponential small correction to the metastable state in the potential

well otherwise treated within the harmonic approximation. However, as we

will se below, it is exactly this correction which will account for the decay

by quantum mechanical tunnelling.

Following our steps of the previous section let us proceed with the deter-

mination of K. Once again, we are going to study (D.11) but this time for

a single bounce. The fact that 9qcpτq is an eigenstate of ´MB2
τ `V

2pqcq with
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zero eigenvalue is demonstrated as in (D.21). The difference now is that 9qcpτq

has one node since qcpτq is symmetric with respect to τ̄ . Therefore, there

must be a nodeless eigenfunction in (D.8) (the ground state of the second

variation operator) with negative eigenvalue which renders (D.10) divergent.

So, we now have two dangerous directions in function space corresponding

to a zero and a negative eigenvalue of the second variation operator.

Let us take the functions q1pτq and q0pτq in (D.8) as the eigenfunctions

with zero and negative eigenvalue, respectively. The treatment of the trans-

lationally invariant mode (zero eigenvalue function) follows step by step the

one of our previous section with the replacement of q0pτq by q1pτq and the fi-

nal conclusion of omitting the zero eigenvalue from the determinant in (D.8)

also applies here.

Then we are left with the problem of the negative eigenvalue and, as we

anticipated in the beginning of this section, we shall appeal for analytical

extension techniques in order to overcome it.

As the only direction in the function space still causing us problems is

q0pτq, let us parametrize a path in this space , fzpτq, in such a way that

f0pτq “ 0, f1pτq “ qcpτq and Bfz{Bz|z“1 “ q0pτq and study the integral

I ”

ż

dz
?

2πh̄
exp´

SEpzq

h̄
(D.31)

for potentials like the one in fig.(8.1). For any value z ą z0 pSEpz0q “ 0q we

have SEpzq ă 0. On the other hand we know that SEp1q “ B is a maximum

of the Euclidean action because d2SEp1q{dz
2 ă 0. Therefore, in order to

evaluate (D.31), we need to deform the contour of integration following the

steepest descent of SEpzq in the complex z plane. As we are only interested

in the imaginary part of I, we can apply the saddle point method to get

ImI “

1`i8
ż

1

dz
?

2πh̄
exp´

SEp1q

h̄
exp´

S
2

Ep1q

2h̄
pz ´ 1q2

“
|S

2

Ep1q|
´1{2

2
exp´

SEp1q

h̄
. (D.32)

The factor 1{2 comes from the integration of only half of a Gaussian peak.

An important fact about (D.32) is that ImI depends only on the action and

its second derivative at z “ 1 or , in other words, at the bounce. Extending

this result to the function space we have

Im

ż

Dqpτq exp´
SErqpτqs

h̄
“



294 Euclidean methods

“
1

2NR

˜

B

2πMh̄

¸1{2

h̄β

ˇ

ˇ

ˇ

ˇ

ˇ

1

det1r´MB2
τ ` V

2pqcqs

ˇ

ˇ

ˇ

ˇ

ˇ

1{2

exp´
B

h̄
. (D.33)

As (D.33) was computed for a single bounce we can use (D.15) to write

Im

ż

Dqpτq exp´
SErqpτqs

h̄
“
h̄β

NR
ImK

ˇ

ˇ

ˇ

ˇ

ˇ

1

detr´MB2
τ `Mω2qs

ˇ

ˇ

ˇ

ˇ

ˇ

1{2

exp´
B

h̄
,

(D.34)

and consequently

ImK “
1

2

˜

B

2πMh̄

¸1{2 ˇ
ˇ

ˇ

ˇ

ˇ

detr´MB2
τ `Mω2s

det1r´MB2
τ ` V

2pqcqs

ˇ

ˇ

ˇ

ˇ

ˇ

1{2

. (D.35)

Finally, substituting (D.35) in (D.30) and using (D.28) one has

Γ “

˜

B

2πMh̄

¸1{2 ˇ
ˇ

ˇ

ˇ

ˇ

detr´MB2
τ `Mω2s

det1r´MB2
τ ` V

2pqcqs

ˇ

ˇ

ˇ

ˇ

ˇ

1{2

exp´
B

h̄
. (D.36)
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Brune, M., Hagley, E., Dreyer, J., Mâıtre, X., Maali, A., Wunderlich, C., Raimond,
J. M., and Haroche, S. 1996. Observing the Progressive Decoherence of the
“Meter” in a Quantum Measurement. Phys. Rev. Lett., 77, 4887–4890.

Caldeira, A. O., and Castro Neto, A. H. 1995. Motion of heavy particles coupled
to fermionic and bosonic environments in one dimension. Phys. Rev. B, 52,
4198–4208.

Caldeira, A. O., and Leggett, A. J. 1981. Influence of Dissipation on Quantum
Tunneling in Macroscopic Systems. Phys. Rev. Lett., 46, 211–214.

Caldeira, A. O., and Leggett, A. J. 1983a. Path integral approach to quantum Brow-
nian motion. Physica A: Statistical Mechanics and its Applications, 121(3),
587–616.

Caldeira, A. O., and Leggett, A. J. 1983b. Quantum tunnelling in a dissipative
system. Annals of Physics, 149, 374 – 456.

Caldeira, A. O., and Leggett, A. J. 1985. Influence of damping on quantum inter-
ference: An exactly soluble model. Phys. Rev. A, 31, 1059–1066.

Caldeira, A. O., Cerdeira, Hilda A., and Ramaswamy, R. 1989. Limits of weak
damping of a quantum harmonic oscillator. Phys. Rev. A, 40, 3438–3440.

Caldeira, A. O., Castro Neto, A. H., and Oliveira de Carvalho, T. 1993. Dissipative
quantum systems modeled by a two-level-reservoir coupling. Phys. Rev. B,
48, 13974–13976.

Callan, C. G., and Coleman, S. 1977. Fate of the false vacuum. II. First quantum
corrections. Phys. Rev. D, 16, 1762–1768.

Castro Neto, A. H., and Caldeira, A. O. 1990. Quantum dynamics of an electro-
magnetic mode in a cavity. Phys. Rev. A, 42, 6884–6893.

Castro Neto, A. H., and Caldeira, A. O. 1992. Alternative approach to the dynamics
of polarons in one dimension. Phys. Rev. B, 46, 8858–8876.

Castro Neto, A. H., and Caldeira, A. O. 1993. Transport properties of solitons.
Phys. Rev. E, 48, 4037–4043.

Castro Neto, A. H., and Fisher, Matthew P. A. 1996. Dynamics of a heavy particle
in a Luttinger liquid. Phys. Rev. B, 53, 9713–9718.

Chang, L.-D., and Chakravarty, S. 1984. Quantum decay in a dissipative system.
Phys. Rev. B, 29, 130–137.

Chiorescu, I., Nakamura, Y., Harmans, C. J. P. M., and Mooij, J. E. 2003. Coherent
Quantum Dynamics of a Superconducting Flux Qubit. 299(5614), 1869–1871.

Chudnovsky, E. M., and Gunther, L. 1988a. Quantum theory of nucleation in
ferromagnets. Phys. Rev. B, 37, 9455–9459.

Chudnovsky, E. M., and Gunther, L. 1988b. Quantum Tunneling of Magnetization
in Small Ferromagnetic Particles. Phys. Rev. Lett., 60, 661–664.

Chudnovsky, E. M., Iglesias, O., and Stamp, P. C. E. 1992. Quantum tunneling of
domain walls in ferromagnets. Phys. Rev. B, 46, 5392–5404.

Clarke, J., Cleland, A. N., Devoret, M. H., Esteve, D., and Martinis, J. M. 1988.
Quantum Mechanics of a Macroscopic Variable: The Phase Difference of a
Josephson Junction. Science, 239, 992–997.



References 297

Coffey, W., Kalmykov, Y.P., and Waldron, J.T. 1996. The Langevin Equation:
With Applications in Physics, Chemistry, and Electrical Engineering. World
Scientific Series in Contemporary Chemical Physics. World Scientific.

Coleman, S. 1988. Aspects of Symmetry: Selected Erice Lectures. Cambridge Uni-
versity Press.

Coleman, Sidney. 1977. Fate of the false vacuum: Semiclassical theory. Phys. Rev.
D, 15, 2929–2936.

De Gennes, P.G. 1999. Superconductivity Of Metals And Alloys. Advanced Book
Classics. Advanced Book Program, Perseus Books.

DiVincenzo, D. P. 2000. The Physical Implementation of Quantum Computation.
Fortschritte der Physik, 48(9-11), 771–783.

Dorsey, A. T., Fisher, M. P. A., and Wartak, M. S. 1986. Truncation scheme for
double-well systems with Ohmic dissipation. Phys. Rev. A, 33, 1117–1121.

Duarte, O. S., and Caldeira, A. O. 2009. Effective quantum dynamics of two Brow-
nian particles. Phys. Rev. A, 80.

Eschenfelder, A.H. 1980. Magnetic bubble technology. Springer series in solid-state
sciences. Springer-Verlag.

Fetter, A.L., and Walecka, J.D. 2003. Quantum Theory of Many-Particle Systems.
Dover Books on Physics. Dover Publications.

Feynman, R. P., and Vernon Jr., F. L. 1963. The theory of a general quantum
system interacting with a linear dissipative system. Annals of Physics, 24,
118 – 173.

Feynman, R.P. 1998. Statistical Mechanics: A Set Of Lectures. Advanced Book
Classics. Westview Press.

Feynman, R.P., and Hibbs, A.R. 1965. Quantum Mechanics and Path Integrals.
International series in pure and applied physics. McGraw-Hill.

Forster, D. 1990. Hydrodynamic fluctuations, broken symmetry, and correlation
functions. Perseus Books.

Frampton, P. H. 1976. Vacuum Instability and Higgs Scalar Mass. Phys. Rev. Lett.,
37, 1378–1380.

Freidkin, E., Riseborough, Peter, and Hanggi, Peter. 1986. Decay of a metastable
state: A variational approach. Phys. Rev. B, 34, 1952–1955.

Friedman, Jonathan R., Sarachik, M. P., Tejada, J., and Ziolo, R. 1996. Macroscopic
Measurement of Resonant Magnetization Tunneling in High-Spin Molecules.
Phys. Rev. Lett., 76, 3830–3833.

Friedman, Jonathan R., Patel, Vijay, Chen, W., Tolpygo, S. K., and Lukens, J. E.
2000. Quantum superposition of distinct macroscopic states. Nature, 406, 43
– 46.

Furuya, K., and Caldeira, A.O. 1989. Quantum tunnelling in a double sine-Gordon
system near the instability. Physica A: Statistical Mechanics and its Applica-
tions, 154(2), 289 – 306.

Gefen, Yuval, Ben-Jacob, Eshel, and Caldeira, Amir O. 1987. Zener transitions in
dissipative driven systems. Phys. Rev. B, 36, 2770–2782.

Gelfand, I. M., and Yaglom, A. M. 1960. Integration in functional spaces and its
applications in quantum physics. J. Math. Phys., 1, 48–69.

Gilbert, T. L. 2004. A phenomenological theory of damping in ferromagnetic ma-
terials. IEEE Transactions on Magnetics, 40, 3443–3449.

Gottfried, K. 1966. Quantum Mechanics. Advanced book classics. Addison-Wesley.



298 References

Grabert, Hermann, and Weiss, Ulrich. 1984. Thermal enhancement of the quantum
decay rate in a dissipative system. Zeitschrift fr Physik B Condensed Matter,
56, 171–183.

Grabert, Hermann, Olschowski, Peter, and Weiss, Ulrich. 1987. Quantum decay
rates for dissipative systems at finite temperatures. Phys. Rev. B, 36, 1931–
1951.

Greenberger, D. M., Horne, M., and Zeilinger, A. 1989. Quantum Theory and
Conceptions of the Universe. Kluwer, Dordrecht.

Gross, D.H.E. 1975. Theory of nuclear friction. Nuclear Physics A, 240(3), 472 –
484.

Guinea, F. 1984. Friction and Particle-Hole Pairs. Phys. Rev. Lett., 53, 1268–1271.
Guth, Alan H. 1981. Inflationary universe: A possible solution to the horizon and

flatness problems. Phys. Rev. D, 23, 347–356.
Hakim, V., and Ambegaokar, V. 1985. Quantum theory of a free particle interacting

with a linearly dissipative environment. Phys. Rev. A, 32, 423–434.
Harris, Robert A., and Silbey, Robert. 1983. On the stabilization of optical isomers

through tunneling friction. The Journal of Chemical Physics, 78(12), 7330–
7333.

Hedeg̊ard, P, and Caldeira, A O. 1987. Quantum Dynamics of a Particle in a
Fermionic Environment. Physica Scripta, 35(5), 609 – 622.

Hida, Kazuo, and Eckern, Ulrich. 1984. Quantum dynamics of the sine-Gordon
model in the presence of dissipation. Phys. Rev. B, 30, 4096–4098.

Hong, Kimin, and Giordano, N. 1996. Evidence for domain wall tunnelling in a
quasi-one dimensional ferromagnet. Journal of Physics: Condensed Matter,
8(19), L301.

Huang, K. 1987. Statistical mechanics. Wiley.
Jaynes, E.T., and Cummings, F.W. 1963. Comparison of quantum and semiclassical

radiation theories with application to the beam maser. Proceedings of the
IEEE, 51(1), 89 – 109.

Josephson, B. D. 1962. Possible new effects in superconductive tunnelling. Physics
Letters, 1(7), 251 – 253.

Kapusta, J.I., and Gale, C. 2006. Finite-Temperature Field Theory: Principles and
Applications. Cambridge University Press.

Kittel, C. 1987. Quantum Theory of Solids. John Wiley & Sons.
Kittel, C. 2004. Introduction to Solid State Physics. John Wiley & Sons.
Koch, Jens, Yu, Terri M., Gambetta, Jay, Houck, A. A., Schuster, D. I., Majer, J.,

Blais, Alexandre, Devoret, M. H., Girvin, S. M., and Schoelkopf, R. J. 2007.
Charge-insensitive qubit design derived from the Cooper pair box. Phys. Rev.
A, 76, 042319.

Kramers, H.A. 1940. Brownian motion in a field of force and the diffusion model
of chemical reactions. Physica, 7, 284 – 304.

Kurkijärvi, J. 1972. Intrinsic Fluctuations in a Superconducting Ring Closed with
a Josephson Junction. Phys. Rev. B, 6, 832–835.

Landau, L. D., and Lifshitz, E. M. 1935. On the theory of the dispersion of magnetic
permeability in ferromagnetic bodies. Phys. Z. Sowjet, 8, 153–169.

Landau, L.D., and Lifshitz, E.M. 1974. Course of Theoretical Physics: Statistical
physics. Addison-Wesley Publishing Company.

Langer, J.S. 1967. Theory of the condensation point. Annals of Physics, 41, 108 –
157.



References 299

Larkin, A. I. 1970. Effect of inhomogeneities on the structure of the mixed state of
superconductor. Sov. Phys. JETP, 31 (4), 1466–1470.

Larkin, A. I., and Ovchinnikov, Yu. N. 1983. Quantum tunneling with dissipation.
JETP Lett., 37, 382–385.

Larkin, A. I., and Ovchinnikov, Yu. N. 1984. Quantum-mechanical tunneling with
dissipation. The pre-exponential factor. JETP, 59, 420–424.

Leggett, A. J. 1980. Macroscopic Quantum Systems and the Quantum Theory of
Measurement. Progress of Theoretical Physics Supplement, 69, 80–100.

Leggett, A. J., Chakravarty, S., Dorsey, A. T., Fisher, M. P. A., Garg, A., and
Zwerger, W. 1987. Dynamics of the dissipative two-state system. Rev. Mod.
Phys., 59, 1–85.

Leggett, A.J. 1984. Quantum Tunneling in the Presence of an Arbitrary Linear
Dissipation Mechanism. Phys. Rev. B, 30, 1208–1218.

Leggett, A.J. 2006. Quantum Liquids: Bose Condensation And Cooper Pairing in
Condensed-matter Systems. Oxford graduate texts in mathematics. Oxford
University Press.

Leggett, A.J., and Sols, F. 1991. On the Concept of Spontaneously Broken Gauge-
Symmetry in Condensed Matter Physics. Foundations of Physics, 21(3), 353–
364.

Leibfried, D., Blatt, R., Monroe, C., and Wineland, D. 2003. Quantum dynamics
of single trapped ions. Rev. Mod. Phys., 75, 281–324.

Likharev, K. K. 1986. Dynamics of Josephson Junctions and Circuits. Taylor &
Francis.

Lindblad, G. 1975. Completely positive maps and entropy inequalities. Communi-
cations in Mathematical Physics, 40, 147–151.

Liu, Y., Haviland, D. B., Glazman, L. I., and Goldman, A. M. 1992. Resistive
transitions in ultrathin superconducting films: Possible evidence for quantum
tunneling of vortices. Phys. Rev. Lett., 68, 2224–2227.

London, F. 1961. Superfluids: Macroscopic theory of superconductivity. Superfluids.
Dover Publications.

Louisell, W.H. 1990. Quantum Statistical Properties of Radiation. Wiley Classics
Library. John Wiley & Sons.

Makhlin, Y., Schön, G., and Shnirman, A. 2001. Quantum-state engineering with
Josephson-junction devices. Rev. Mod. Phys., 73, 357–400.

Martinis, John M., Nam, S., Aumentado, J., and Urbina, C. 2002. Rabi Oscillations
in a Large Josephson-Junction Qubit. Phys. Rev. Lett., 89, 117901.

Mattis, D. C. 1988. The Theory of Magnetism I: Statics and Dynamics. Springer-
Verlag Berlin Heidelberg.

Meissner, W., and Ochsenfeld, R. 1933. ”Ein neuer Effekt bei Eintritt der
Supraleitfhigkeit”. Naturwissenschaften, 21, 787.

Merzbacher, E. 1998. Quantum Mechanics. John Wiley & Sons.
Monroe, C., Meekhof, D. M., King, B. E., and Wineland, D. J. 1996. A Schrdinger

Cat Superposition State of an Atom. 272(5265), 1131–1136.
Mota, A.C., Juri, G., Visani, P., Pollini, A., Teruzzi, T., Aupke, K., and Hilti,

B. 1991. Flux motion by quantum tunneling. Physica C: Superconductivity,
185189, Part 1(0), 343 – 348.

Munro, W. J., and Gardiner, C. W. 1996. Non-rotating-wave master equation.
Physical Review A, 53, 2633 – 2640.

Murray, I.S., Scully, M.O., and Lamb Jr., W. E. 1978. Laser Physics. Advanced
book program. Westview Press.



300 References

Negele, J.W., and Orland, H. 1998. Quantum Many-particle Systems. Advanced
Book Classics. Westview Press.

Onnes, H. Kamerlingh. 1911. Leiden Comm. 120b, 122b, 124c. Tech. rept.
Paulsen, C., Sampaio, L. C., Barbara, B., Tucoulou-Tachoueres, R., Fruchart, D.,

Marchand, A., Tholence, J. L., and Uehara, M. 1992. Macroscopic Quan-
tum Tunnelling Effects of Bloch Walls in Small Ferromagnetic Particles. EPL
(Europhysics Letters), 19(7), 643.

Pechukas, P. 1994. Reduced Dynamics Need Not Be Completely Positive. Phys.
Rev. Lett., 73, 1060–1062.

Rabi, I. I. 1937. Space Quantization in a Gyrating Magnetic Field. Phys. Rev., 51,
652–654.

Raimond, J. M., Brune, M., and Haroche, S. 2001. Manipulating quantum entan-
glement with atoms and photons in a cavity. Rev. Mod. Phys., 73, 565–582.

Rajaraman, R. 1987. Solitons and Instantons: An Introduction to Solitons and
Instantons in Quantum Field Theory. North-Holland Personal Library. North-
Holland.

Ramsey, N. F. 1950. A Molecular Beam Resonance Method with Separated Oscil-
lating Fields. Phys. Rev., 78, 695–699.

Reichl, L.E. 2009. A Modern Course in Statistical Physics. Physics Textbook. John
Wiley & Sons.

Reif, F. 1965. Statistical and Thermal Physics. McGraw-Hill Book Company.
Rigetti, Chad, Gambetta, Jay M., Poletto, Stefano, Plourde, B. L. T., Chow,
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coherent state representation, 160, 276–287
bosonic

integration measure in the, 278
fermionic

integration measure in the, 286
coherent tunnelling, 8, 74

in spercondicting devices, 247
collective coordinate method, 136
collective pinning barrier, 90
collective pinning length, 48, 90
collective pinning theory, 46
collision model, 135, 156
common environment, 131
compass, 9
condensate wave function, 61
condensation energy density, 84
conditional probability, 104
convolution theorem, 120
Cooper pair box (CPB), 6, 77
Cooper pair tunnelling, 78
Cooper pairs, 60, 61, 135
Coulomb interaction, 16
counter-term, 119
critical field

for superconductors, 56
critical length, 43
cross-dissipative term, 131
crossover temperature, 201, 210
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crystal field effect, 19
Curie temperature, 10, 16
current biased Josephson junction (CBJJ), 6,

75
current-carrying wave function, 61
current-current interaction, 131
current-voltage characteristic

of a CBJJ, 75
cutoff

high frequency, 230
low frequency, 235

damped harmonic oscillator, 168–181
damping constant, 102
damping function, 146, 163
Debye frequency, 230
decoherence, 176, 255

environment-dominated regime, 256
system-dominated regime, 256

decoherence rate, 179
demagnetization, 20
demagnetization tensor, 22
density operator, 116
depinning length, 49
deppining current, 90
diamagnetic current density, 60
diamagnetism, 9, 14
dilute-instanton approximation, 231
Dirac equation, 19
direct exchange, 16
dissipationless current, 62
dissipative quantum tunnelling, 185–225
domains, 26
double sine-Gordon equation, 213
dynamical susceptibility, 120

easy axis, 22
easy plane, 22
electric circuits, 102
electromagnetic mode, 138
electron-phonon interaction, 127
energy splitting, 226
escape rate, 212
Euclidean action, 165, 187, 289

effective, 191
Euclidean energy, 191, 200
Euclidean methods, 288–297
Euler-Lagrange equation, 119
exchange anisotropy, 19
exchange energy, 23
exchange integral, 16, 18
exchange length, 25
excited (metastable) state, 52

false vacuum problem, 220
Fermi frequency, 230
fermionic environment, 155
ferromagnetism, 9

Curie-Weiss theory of, 15, 19
first moment, 104

first variation of the action
real time, 268

fluctuating current, 102
fluctuating force, 102
fluctuation-dissipation theorem, 154, 174
flux creep, 90
flux quantization, 67
flux quantum, 68
flux tunnelling, 93
Fokker-Plack equation, 106
Fourier transform, 120
Fredholm scattering theory, 191
free Brownian particle, 108
free energy method, 198
functional derivatives, 24
functional determinants

ratio of, 269
functional integral representation

for the propagator, 143
for the reduced density operator, 189

functional integration measure, 161

Galilean transformation, 62
gapless superconductivity, 61
gate capacitance, 250
gate voltage, 250
gauge

London, 58
symmetric, 12, 14
symmetry breaking, 66

Gaussian distribution, 47
Gaussian integrals, 283
Gaussian wave packet

time evolution of, 168
Ginzburg-Landau theory, 66, 83
Grassmann variables, 284

integration over, 286
gyromagnetic

factor , 14
ratio , 14

hard material, 23
harmonic approximation, 290
harmonic oscillator

overdamped, 170
underdamped, 170
very weakly damped, 175

Heisenberg equation of motion, 26, 114
Heisenberg Hamiltonian, 18
Heisenberg picture, 113
hysteresis, 36

imaginary time
equation of motion, 186

independent process, 105
influence functional, 144, 152, 161, 236
initial condition

conditionally separable, 148
separable, 148

instanton, 227, 291
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width, 230
interaction picture, 153
interference

of two Gaussian packets, 177
internal decoherence, 183

Jaynes-Cummings model, 141
joint probability density, 103
Josephson coupling energy, 75, 77
Josephson effect, 68
Josephson relation, 92

Kramers-Moyal expansion, 107

Lagrange multiplier, 207
Landé g-factor, 14
Landau-Lifshitz-Gilbert

equation of, 27
Langevin

empirical form, 12, 15
equation, 156

for the Brownian motion, 72, 102
Laplace transform, 120, 240
large (magnetic) system, 23
localized collective excitations, 136
London equations, 57
London penetration depth, 57, 60
London theory of superconductivity, 56–61
long range order, 21
long-time limit, 131
Lorentz force, 87

macroscopic quantum phenomena
in magnets, 50–54
in superconductors, 92–99

magnetic bubbles, 40
magnetic dipole interaction, 19, 22
magnetic droplet, 38
magnetic energy density, 30
magnetic materials, 9
magnetic moment, 11

equation of motion of the, 30
magnetic particles, 29–36
magnetic potential energy, 32, 33
magnetic relaxation, 247
magnetic resonance, 27
magnetic susceptibility, 9, 15, 16
magnetite (lodestone), 9
magnetization, 10–12, 20

equation of motion of the, 27
Hamiltonian functional of the, 21
operator, 21

magnetostatic energy, 19
Magnus force, 87
Markovian master equation, 273–275
Markovian process, 105
master equation, 106

Lindblad form of the, 150
non-rotating-wave, 150
quantum, 150
rotating-wave, 150

Matsubara frequencies, 207
maximally entangled state, 52
Maxwell equations, 10
Maxwell-Boltzmann distribution of velocities,

109
measuring apparatus, 181
Meissner effect, 55
metastable potential, 294
minimal model, 7, 118, 143, 164
molecular field, 15
momentum-momentum coupling, 158

Néel wall, 38, 41
nano-electromechanical devices (NEMs), 259
non-interacting blip approximation (NIBA),

239
non-linear coupling model, 126, 152
normal current, 71
normal ordering, 278, 286
nucleation, 7

homogeneous, 36, 43, 213

off-diagonal long range order (ODLRO), 66
Ohmic dissipation, 8, 148, 240
orbitals

localized, 17
order parameter, 20–23, 61, 83
Ornstein-Uhlenbeck process, 106

paramagnetic current density, 61
paramagnetic susceptibility, 12
paramagnetism, 9
parity states, 226
partition function, 20, 230
path integral, 8

approach to the spin-boson problem
unbiased case, 239

approach to the spin-boson problem , 236
bosonic

integration measure of a, 280
fermionic

integration measure of a, 287
path integrals

free particle, 263
imaginary time, 270–272
quadratic Lagrangian, 263
real time, 260–270

Pauli matrices , 14
penetration depth, 83
perfect diamagnetism, 55
phase slip, 91
pinning centers, 42
Pippard phenomenological theory, 61
pointer basis, 181
Poisson distribution, 278
polarization, 11
polarization current, 71
potential

cubic, 185
inverted, 187
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quartic, 226
inverted, 227

propagator
quantum mechanical

path integral representation of the, 262
propagator approach, 143
propagator method, 116

quantization relation for the SQUID, 71
quantronium, 247
quantum creep, 91
quantum information, 248
quantum Langevin equation, 125
quantum phase slippage, 212
quantum processor, 248
quantum theory of measurement, 181
quantum thermal field theory, 258
quantum tunnelling, 8, 74

decay rate, 254
of field variables, 212

finite temperature damped case, 223
zero temperature undamped case, 213

of point particles
finite temperature damped case, 205
finite temperature case, 198
finite temperture undamped case, 199
high temperature damped case, 209
low temperature damped case, 208
zero temperature undamped case, 186
zero temperature weakly damped case,

192
zero temperatute strongly damped case,

193
of the phase across a Josephson junction,

97, 246
of vortices in bulk superconductors, 247

quasi-charge, 78
qubit, 7

charge, 250
flux, 249
phase, 253

qubits, 245

Rabi oscillations, 254
Ramsey interferometry, 256
random variable, 104
reduced density operator

1-particle, 63
2-particle, 64
dynamical, 143
in equilibrium, 164, 188
of the system of interest, 116
path integral representation of the, 272, 288

relativistic electron theory, 19
relaxation (tunnelling) frequency, 94
relaxation constant, 148
relaxation time

longitudinal, 29, 233
scattering, 88

transverse, 29, 233
rigidity of the wave function, 60
RKKY interaction, 135
rotating wave approximation (RWA), 137
RSJ model, 71, 75

scattering function, 163
Schrödinger picture, 113
Schrödinger

cat, 5, 95
Schubnikov phase, 80
second moment, 104
second variation of the action

real time, 268
short range order, 21
simply connected superconductor, 68
single ion anisotropy, 19
Slater determinants, 16, 17
small (magnetic) system, 23
soft material, 23
sojourns, 237
soliton, 24
spatial diffusion constant, 109
spectral function, 120

Ohmic, 123
sub-Ohmic, 123
super-Ohmic, 123

spin addition, 51
spin coherent state, 52
spin paths, 237
spin states

singlet, 17
triplet, 17

spin-boson Hamiltonian, 231
amplitude damping, 232
blocked regime of the, 241
coherent relaxation regime of the, 243
exponentially decaying regime of the , 242
incoherent relaxation regime of the , 243
phase damping, 232
phase diagram of the , 241
weak-damping limit of the, 233

spin-orbit coupling, 19, 22
splitting frequency, 229
spontaneous symmetry breaking, 20, 66
SQUID potential Upφq, 72
staggered magnetization, 18
stationary phase approximation (SPA), 200,

266
Stern-Gerlach experiment, 13
stochastic processes, 103

stationary, 104
strong pinning, 42, 88
superconducting current, 72
superconducting devices, 69–79
superconducting electrons

number of, 59
superconducting quantum interference device

(SQUID), 6, 69, 249
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superconducting ring, 67, 70
superconducting vortices, 79, 80, 83
superconducting wave function, 65

phase difference of the, 75
superconductivity, 55
superconductors

type I, 79
type II, 79

supercurrent density, 57
superpropagator, 117, 147, 152
system-plus-pointer-plus-environment, 182
system-plus-reservoir approach, 7, 112

thermal, 229
thermodynamic limit, 20, 21
thin wall approximation, 39, 220
time ordering, 153, 279
transition (tunnelling) rate, 52
transition state theory (TST), 203

classical, 204
transmons, 254
truncation process, 229
tunnelling rate

effective, 189
WKB, 186

two-fluid model, 66
two-state system bath, 140

vortex dynamics, 7, 84
dissipative effects in the, 88
Hall effect in the, 88

vortex energy density, 84, 88
vortex interaction, 80, 86
vortex mass density, 85
vortex stiffness, 89

wall creep, 46
wall dynamics, 7
wall length, 24
washboard potential, 75
weak links, 69
weak pinning, 46, 88
Wick rotation, 217
Wiener-Lévy process, 105
Wigner transform, 152
WKB approximation, 36, 186, 188, 217, 227,

229

Zeeman effect, 13
Zener tunnelling, 79, 99, 258
zero mode, 214, 293


